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ABSTRACT

Modern trafficsignalcontrol systems have not changed significantly in the 4&50
years. The most widely applied traffic signal control systems are still-dfrday,
coordinatedactuated system, since many existing advanced adaptive signal control
systems ar@¢oo complicated and fathomless for most of peojftecent advances in
communications standards and technologies provide the basis for significant
improvements in traffic signal control capabilities. In the United States, the Intelrive
program (originally called Vehicle Infrastructure Integrationil) has identified OGHz
Digital Short Range Communications (DSRC) as the primary communications mode for
vehicleto-vehicle (v2v) and vehicko-infrastructure (v2i) safety based applications
denoted as v2xThe ability for vehicles and the infrastructure to communication
information is a significant advance over the current system capability of point presence
and passage detection that is used in traffic control systeiven enriched data from
IntelliDrive®V, the problemof traffic controlcanbe solvedin an innovative datdriven
andmathematicalvay toproducerobust and optimal outpsit

In this doctoral researchthree different problemsvithin a v2x environmeiit
fienhanced pseudanelevel vehicle positioning firobust coordinatedctuatednultiple
priority controb, and fimultimodal platoorbasedarterial traffic signal contrad ,are
addressed with statisticedchniquesnd mathematical programming.

First, a pseuddanelevel GPS positioning system is proposed based aon
IntelliDrive®™ v2x environmentGPS errors can be categorized into comimanle errors

and noncommomode errors, where commaonode errors can be mitigated by
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differential GPS (DGPS) but noncommorode cannotCommornrimode GPS errgrare
cancelledusing differential correctioa broadcast from the roaide equipment (RSE).
With v2i communication, a high fidelity roadway layout mi@alled MAP inthe SAE
J2735standaryl and satellite pseud@nge corrections are broadcast by the RBd.
enhance and correct lane level positionofga vehicle a statistical process control
approach is used to detect significant vehicle driving events such as turning at an
intersection or lanehanging. Whenever a turn event is detected, a mathematical program
is solved to estimate and update theSGnoncommoimode errorsOverall the GPS
errors are reducddly corrections tdooth commormode and noncommemodeerrors

Second, a analytical mathematical mode mixed-integer linear program (MILR)s
developedo providerobust reatime multiple priority control, assuming penetration of
IntelliDrive®M is limited to emergency vehicles and transit vehicléss is believed tbe
the first mathematical formulation whichccommodates advanced features of modern
traffic contollers, such as green extension and vehicle actuatiormovide flexibility in
implementation of optimal signal planSignal @ordination betweeadjacent signals is
addressedby virtual coordinationrequess which behave significantlygifferentthan the
current coordination control in a coordinatedctuated controllerThe proposechew
coordination method can handb®th priority and coordination together to reduaed
balancedelays for buses and automobiles with réimhe optimized solutions.

The robust multiple priority control problemvas simplified as apolynomial cut
problem with some reasonable assumptiand applied on a realorld intersection at

SoutlernAve. & 67 Ave.in Phoenix, AZon February 22, 2010 and March 10, 20L0e
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roadside egipment RSE was installed in thetraffic signal control abinet and

connected with a live traffic signal controller via Ethernet. With the support of Maricopa
Countyos Regi onal Emergency Athtee REACTCoor di
vehicleswere equipp& with onboard equipmentsOBE). Different priority scenarios
weretestedincluding concurrent requestspnflicting requestsand mixed request3he
experiments showed thdte traffic controller was able to perform desirably under each
scenario.

Finally, a unified platoorbased mathematical formulation called PAMSCOD is
presented tgerform online arterial (network)traffic signal control while considering
multiple travel modes in thintelliDrive®™ environmentwith high marketpenetration
including passenger vehiclesirst, a hierarchical platoon recognition algorithm is
proposed to identify platoons in re@he. This algorithm can outpuhe number of
platoonsapproaching each intersectiddecond, a mixeadhteger linear program (MILP)
is solvedto determine théuture optimal signal plansasedon the reattime platoon data
(andthe platoon request for servicand currenttraffic controller statusDeviating from
the traditional common network cycle length, PAMSCOD aims to provide fmdtial
dynamical progressio(MDP) on the arterial based on the rei@ine platoon information.
Theinteger feasible solution region is enhangedrder to reduce the solution timeg
assuminga first-come first-serve discipline for the platoon requests on thesame
approachMicroscopic online simulatiomn VISSIM shows that PAMSCOD caeasily
handle two traffic modes including buses and automobiles jointly saguuificanty

reduce delagfor bothmodes compared wittsYNCHRO optimized plans
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CHAPTER1

INTRODUCTION

Traffic signalsplay animportant role in the transportation netwark urban areas.
With correct installation and control stratedlyey can improve both traffic throughput
and the safety of all road usefss indicated in the 200N ational Traffic Signal Report
Card, an optimally operated traffic signal can redwa#iic delay by 15~40 percent, fuel
consumption up to 10 percent, and harmful emisgsipnto 22 percentNational
Transportation Operations Coalition 2007)

Today, there are more th&00000 traffic signals in the United Statd®National
Transportation Operations Coalition 2007)he use of traffic signals at a busy
intersection in aypical urban area might direct the movement of as many as 100,000
vehicles per day. It is estimated that many ekthsignals could be improved by updating
equipment or by simply adjusting and updating the timing plans. Outdated or poor traffic
signal timing accounts for a significant portion of traffic delay on urban arterials and
traffic signal retimings one of tie most cost effective ways to improve traffic flow and is
one of the most basic strategiwshelp mitigate congestiolthe U.S. Department of
Transportationds (U. S. DOT) I ntelligent T
maintains a benefitost dathase that documents many traffic signal studies from across

the United States. These studies show that there is as much as a HaEnebfrom
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signal retiming That is,the benefits of investing in signal timing outweighs the costs by
as much as 40:@Sunkari 2004).

Despite their important role in traffic management, traffic signals, once installed, are
often notproactively managed. Maintenance activities are frequently delayed or canceled
in reaction toshrinking budgets and staffs. More than halftleé signals in North
America are in need of repairreplacement, or upgradingFederal Highway
Administration 2008) In 2007,the National Traffic Signal Report Cardoncluded that
the nation scored @&406in terms of the overall quality of traffic signal operatidinthe
natonsuppdred its signals at an O0A6 | evel

Therefore,traffic signal timingplays acritical role within the overaltransportation
network. Signal timing offers the opportunity to improve the mobility and safety of the
signalizedstreettransportationsystemas well as to improvenvironmentalconditions
that result from vehicle emissions due to inefficient signal dj&s According tothe
many improper implementations in United Stat@Sederal Highway Administration
2008) there is a growing oppamity to improve the strategy of traffic signal control.
This dissertationis intended toaddress opportunities to improve traffic signal control
under new and emerging opportunities in advanced communications and an enriched data

environmenin a multrmodal transportation environment

1.1 Current traffic control systems
The stateof-the-art in traffic control today is actuated traffic signal control where

different conflicting movements of vehicles are controlled by phases that are called by
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detectors Wen vehicles are present. Figurel Hepicts a typical intersection where
presence detectors exist at each of the minor traffic movemeaitish include the main

street left turns and side street movements. These presence detectors will call (e.g. request
service) from the associated movement phase when a vehicle arrives at the detector. In
addition, sometimes passage detectors are used to call a phase as well as to extend the
green time as a vehicle approaches the intersection. Extension intervalsicaytyp

timed to provide sufficient time for a vehicle to clear the intersection stop bar after they
cross the fixed detector positiofihe details of current traffic control systems will be
introduced in Chapter 2.

Adjacent intersections, or collections iofersections on an arterial or a grid, can be
coordinated to allow vehicles to progress along the arterial or desired direction of vehicle
travel. Each intersection operates using the same actuated control principles as single,
isolated intersection, butonstrained by a timing plan that can provide coordination

through a fixed cycle length, offset, and phase splits.
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Figurel.1. Typical intersection with detectors

The cycle length is typically chosen to provide sufficimie to serve all vehicles and
pedestrians on all movements. Phases that are not callgdbe skipped and, if so,
return their allocated green splime to the following phase or to the mastreet
coordinated phase. The offgstdefined to be the amotiof time between start of green
at one intersection and the associated green at a downstream intersectisrseterted
to provide progression in at least one direction (generally the direction with the largest
volume of traffic) and possibly both dittions. Generallythe offset is set to be the travel
time between intersections plus some time for a standing queue to clear before a vehicle
from the upstream signal would arrive. The splits are selected to provide sufficient time

for each phase to serthe traffic movement demand. Minor phases are allowed to gap
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out before the entire split is timed if no vehicles genéaegeestan extension from the
detectors.

A signal timing plan that contains a cycle length, offset, and phase splits may be
definedfor each characteristic traffic pattern that might result from-tifréay demand
such as morning and evening commutes, or special events such as sporting events,
school, shopping center activities, etc. Signal timing plans are sometimes defined for
spedal weather conditions such as snow, ice, and rain. Generally, signal timing plans are
selected on a timef-day basis, but plans can be selected manually from a traffic control
center or a closelbop master, or using a traffic responsive method thatsl@ikdata
from system detectors and selects a plan that has been defined as a good match based on
volume, occupancy, and/or speed data.

Modern traffic control systems have not changed significantly in the pe&@ #6ars.
Most major cities today have ffig control systems that include coordinatectuated
controllers that can fAadapt 0 tmovementrbasis ¢ han
as determined by simple point detection systems. Most of these systems have a higher
level control system, either central traffic management system or a cldeed master,
where different signal timing plans can be activated based on eitherdetprenined
time-of-day schedule or, sometimes, based on system detectors that measure volume and
occupancy at single pas on network links.

While these systems have performed adequately for long periods ofttiene has
continually been a desire to develop traffic adaptive traffic signal control systems that can

make changes in how the traffic signals provide serviteghst they can improve
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efficiency. Early traffic adaptive systems made minor adjustments to signal timing
parameters based on observed patterns of traffic flow, but these systems were responding
after the traffic flow had changed and were essentiallytiveadn the past decade several
attempts to develop proactive (or prediction based) adaptive control systems have
occurred. There has been some moderate progress, but typically these systems have
depended on elaborate communications, computation, andtidetesystem that are
difficult to maintain and require highly specialized knowledge and understanding to

operate.

1.2 IntelliDrive®™ - advanced vehicle communications and capabilities
With the advent of IntelliDrivé for Mobility (RITA 2010) soon it will be possible to
obtain additional network and vehicle operation information. IntelliDMydormerly
known as vehicle infrastructure integration (VIIPASHTO 2009) is a suite of
technologies and applications that use wireless commigrisatto provide connectivity
that can deliver transformational safety, mobility, and environmental improvements in
surface transportation. IntelliDriv¥ applications provide connectivity:
1 with and among vehicles (V2V)
1 between vehicles and the roadwafyastructure (V2I)
1 among vehicles, infrastructure, and wireless devices (consumer
electronics, such as cell phones and PDASs) that are carried by drivers,

pedestrians, and bicycliste2x)
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Like the Internet, which provides information connectivity, Iifeive>" provides a
starting point for transportation connectivity that ultimately will enable countless
applications and spawn new industries. Todily the tip of the iceberbas been seen

The two dominant communication channels will be 5.9 GHz Destic&hort Range
Communications (DSRC) with communication distance 500~1000 m@teisu et al.

2005) and cell phone based data connectivity withdwidths of several 100 Kbit/sec.

This will enable the vehicle to send and receive messages to and from other vehicles and
the infrastructure to enhance safety and to provide probe vehicle data. Equipping vehicles
with DSRC will also necessitate the int#ibn of Global Positioning SystenGPS so

that positioning capability will be available on all vehicles that communicate. The
vehicles will send out dynamic date.q.vehicle position, speed, heading, acceleration,
yaw rate, steering wheel angle, .gtwehicle status data.g. déectronic stability system

data, wheel slip, antock brake status, turn signals, windshield wiper status, rain sensor
data, etg and possibly data from other autonomous safety systems on the veticle (
vision systems, favard collision radars and lidars). The entire IntelliDrlVesystem

structure is shown as Figure1l
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Figure 12 IntelliDrive®M (V1) architecture data flovfFaradyne 2005)
The OnBoard Equipment (OBE} the vehicle side of thiatelliDrive® system, as

depicted in Figure.2. OBEs are used to descrilbiege functions performed within the

vehicle in addition to the radio transmission element. An OBE is logically composed of a

5.9 GHz DSRC transceiveDBE), a GPS system, an applications processor and
interfaces to vehicl e saghineieterface@mMiyyl t he vehi
(Faradyne 2005)0BEs provide the communications both between the vehicles and the
roadside units RSU) and betveen the vehicle and other nearby vehicles. OB&s may

regularly transmit status messages to o®RES to support safety applicatiorige

OBEs may also gather data to support public applications. The OBEs will accommodate
storage of many snapshots ata, depending upon its memory and communications

capacity. After some period of time, the oldest dasy beoverwritten. The OBESs also
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assembles vehicle data together with GPS data as a series of snapshots for transmission to
the Roadside Equipments (R§E

RSEs may be mounted at interchanges, intersections, and other locations providing the
interface to vehicles within their range. An RSE is composed of a DSRC traersea
application processor, and interface to thnéelliDrive®™ backhaul communicaibns
network. A RSE may havea GPS unit attached. The RSE is connected to the
IntelliDrive®™ backhaulcommunications networthat provides communications services
between application servers and vehiclgsing its interface to thintelliDrive>™ back
haul communications network, it forwards probe data to IftelliDrive®™ message
switches and can send private data to and from the OEMginal Equipment
Manufacturey.

The RSE may also manage the prioritization of messages to and from the.vehicl
Although the OBE has priorities set within its applications, prioritization must also be set
within the RSE to ensure that available bandwidth is not exceeded. Local and-teehicle
vehicle safety applications have the highest priority; messages asdowidhh various
public and private network applications have lower priority. Entertainment messages will
likely have the lowest priority.

Although it is anticipated that infrastructure instrumentation of IntelliSMvenay
take many yearsncluding time br instrumented vehicle penetration into the market, it is
desirable to develop new traffic signal control algorithms and traffic management
strategies that respond to changing traffic and environmental conditions to mitigate

congestion.
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1.3 Research objéives

In this doctoral research, three objectives are aimed under a v2x environment:

1 Lanelevel GPS positioning with sole GPS and v2x communications for enhanced
safety control.

1 Reattime robust multiple priority control with current coordinatsctuated
traffic signal control system, assuming the penetration of IntelliS¥ii@up to
privileged vehicles.

T Online multimodal traffic control with high penetration itelliDrive*™ in all

vehicles.

1.3.1 Pseudtanelevel GPS positioning

A Kkey capability necessary for successful and veidele deployment ofv2x
applications is the ability to provide lashevel estimation of vehicle positiokirst, lane
level position data enhances roadway safety by supporting colbsioidancesystem,
such as Cooperative Intersection Collision Avoidance Systems (CICAS) in United States
(Amanna 2009)Second, lane control with different advisory speed and lane restriction
arefeasiblewhenlane level positionings available Third, driving behavigrsuch as lane
changng, can be studied intensively based on lane level positioning data. Forth, lane
level positioning can also benefit traffic operations and control; for example, lane level

gueue length could be obtaindthis is a significantly challenging technical problem that
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must engage public sector infrastructure as well as advanced vehicle ogdsdor
positioning including the global positioning system (GPS), inertial navigation (INS), and
other technologies such as vision based, radar and lidar sensors, and magnetic roadway
markers. No single technology is currently capable of providingetyeined fidelity and
reliability of position estimates. A solution that best leverages both the infrastructure
capabilities and advanced positioning technologies is needed.

To be successful for wide scale deployment this solution must also be cost efféctiv
solution that is too expensive is unlikely to be widely deployed and supported. Modern
vehicle positioning technology is capable of providing high fidelity positioning using a
combination between Differential GPS (DGPS) and inertial navigation sysidmse
systems are generally very expensivia the order of $20K$80K - and are hence too
expensive for wide scale deployment. Technological solutions using a combination of
lidar, video, GPS, and inertial navigation have the potential to achieveghdehiel of
accuracy, but are likely to be expensive and susceptible to environmental conditions as
well as GPS interruptions.

The standard deviation of a ndifferential low cost GPS position estimates is on the
order of 1020 meterqJ. Farrell & Barth 1999and(J. Farrell et al. 2003)This level of
accuracy is not sufficient to estimate the vehicle lane status, which could be used to track
the turning proportion and analyze drigitbehavior.Traffic density and queue length
measurement and/or estimatioould also be affected by the GPS positioning inaccuracy.
Therefore thefirst goal of this researcls to provide a method that wittorrect low cost

GPS error and achieyeseudelane level GPS positioning, where lane change behavior
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could be tracked by the OBHs this context, pseudo means that lane level accuracy is

achieved only under the assumption tt is available and there is no GPS outage.

1.3.2 Robust multiple pridy control within a v2x environment

A variety of challenges as well apportunitiesarise when considering traffic control
within a v2x environment. One of thaoportunities is that different classes of vehicles,
such as passenger cars, transit vehiclassgs, light rail, street cars), trucks, and
emergency vehicles, can be identified and can request priority signal timing treatment to
allow multi-modal timing considerations. This opportunity presents some significant
challengesincluding how to implement priority operations that resolve multiple
conflicting requests frondifferent classes of vehiclessuch asemergency vehicles and
buses as shown as Figure 1.8Vith V2I communication in an IntelliDrivé world,
vehicle information willbe able to be obtained up to 1000 meters away from the road

side equipment (RSE) near the intersection.
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Ve

Figure 13 Intersection layout witimultiple priority requests

Traditional priority control system in United Statemnbe categorized intoneergency
vehicle preemption and transit signal priority (TSP). Emergency vehicle can request
signal preemption treatment by using either optical, acoustic, special inductiveofoop
Global Positioning System (GPS) technoldijelson & D. Bullock 200Q) Preemption
generally involves a control strategy that immediately switches from current phase to a
pre-selected phase for thedi received request. Transit vehictzs beserved by either
passive priority or active priority systent3assive priority timing is achieved whsgignal
plan parameters (offsets, green splits, phase insertion or rotation) are tuned in favor of the

movenents of transit vehicleEvans & Skiles 197QYagar & Han 1994Balke et al.
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2000)Furth & Muller 2000§Skabardonis 200(Baker et al. 200ZHead 2002H. Liu et
al. 2003jH. Smith et al. 2005)Active priority systems involve adapting the signal
timing by extending the green or providing early green.

In currentemergency vehiclpreemption systems , only one request can be satved
a time. Therefore, multiple requests with conflicting pbkaseuld create unsafe
conditionsresulting in situations wheremergency vehicle accidents may oc¢lhe
Transportation Safety Advancement Group 2010Yith V2I communication systems,
the roadside equipment (RSE) caaceive requests from multiple vehicles, prioritize the
requests based on class and time, then work withrafffectsignal controller t@enerate
an optimal signatiming plan that simultaneously accommodatesiltiple requestsn a
safe and efficient manner. The RSE can abtsud request lishformationback toeach of
the requestin@BEsto enhancedntersectio safetyby providing feedback so that each
vehicle is aware of the other vehicles on conflicting approaches

Requests from nitiple transitvehiclesarepretty common in high population density
urban areadn other words, it is likely that more than one transit vehicle would approach
an intersection at any tim&he transit network is composed different level(class)of
bus lines (e.g. express and localind bus frequency igenerally high in large
metromlitan areas of cities like New York City, Los Angeles and other major cities. One
or more buses may arrivi one or more approaches of an intersection dumgcycle
Every bus request hats own characteristic¢e.g. class, lateness, occupanapd he
efficiency of signal priority for therwvould bedifferentdepending onthe situation. Bus

occupancy and adherence to the schedule could be considered-foneeattive priority
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control. Providing priority for a bus with high occupancy or late ofedale is much
more efficient for an empty bus arbus that ishead of schedule.
The research issues to be addressed in priority control are as follows:
1. Show that firstcome firstserve is not efficienfHead et al. 2006agndformulate
a mathematical prograrthat simultaneously considensultiple priority requests
in optimizing signal timing
2. Develop a robust and reliable signal timing solutiont thacounts forthe
uncertainty otthetraffic state (e.g. queue lengtimat may effecthe actual arrival
times of priority requesting vehicles
3. Integrate priority control withhie stateof-practice in traffic signal contrahatis
coordinatedactuated ontrol. First, coordination is consideredthin the multiple
priority control cormulation by adding virtual coordination requests. Second,
vehicle actuations are considered when the optimal solutions are implemented by
introducing the concept of green emsion group (GEG). Thereforde method
developed in this dissertatiaaddresses multiple prioritsequests, coordination
as well as passenger vehicle raale actuations.
4. Implement areaktime algorithmthat does not utilizea commercial solver (e.qg.
CPLEX) on an embedded platform and demonstrate priority control at a real field

intersection.

1.3.3 MultFrmodal traffic control within a v2x environment
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The changes within @2x environment include more than just changing how vehicles
are detected and making small adjustments in signal timing parameters, but include actual
consideration for mukmodal vehicle operation that includes passenger vehicles, transit,
commercial vehi@s, emergency vehicles, cycles, and pedestrians. It can include priority
for transit and emergency vehicles. It will be possible to provide-bgHiane and
vehicleby-vehicle controls to support highly cooperatigad integrated behavior to
utilize the néwork capacity in the most efficient and safe manner possible.

The advanced vehicle information and communications opens the opportunity for
significant improvement in traffic signal control. The most obvious improvement is that
vehicles can call (requesd) phase as they approach a signalized intersection from any
location on the roadway as opposed to only where the detectors have been installed. More
correctly, they can continuously notify the traffic signal controller that they are on the
approach and tpiest service. In addition, the vehicle can communicate information
about speed that can be used to determine when they would arrive at and cross the stop
bar.

In the middle or final stage of deploymentwi#x applications, the fraction of GB
equipped veiales will be relatively significant. New kinds of enriched traffic data from
OBEs will easily overwhelm traditional traffic control logic. Not only will reéahe
positions and speeds be availaldet also mulimodal traffic composition data with
requeted traffic control phases and arrival tintesoughouthe network.

Given information about the current mix of traffic modes and the requested phases and

arrival times the traffic signal control problem can be transformed to be amudal
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multi-priority request problemNew traffic control objectives with this muithodal
concept of traffic control include:

1. A clustering algorithnto quickly locate platoons by grouping nearby requests
thus lowering the computation complexityf the areawide optimization
algorithm The vehicles ira platooncanbe treated sione single low priority
request with aefinedtime intervalfor service

2. A platoonbased multimodal arterial traffic control formulation is addressed as
a new concept ohreawide traffic control. Dynamical coordination, which is
differentthantraditionally fixedcycle, fixedoffsetcoordinationis achieved by
servicingthe realtime platoon data. Platosrcan be served in one cycle or
split into two cycles depending on the total delay assessedurirent

intersection and downstream intersections.

1.4 Summary of the dissertation
Chapter 2 presents current literature review of previous work on IntelliBiveffic
signal control algorithms, traffic control systems, and probe vehicle techn®etguant
pioneering work on traffic control with advanced communications is also summarized.
Chapter Joresents a framewofhkr obtairing pseudo landevel positioning using low
cost GPS, vehicko-infrastructure (v2i) communication, and driving eventedaon. In
this context, pseudo means that lane level accuracy is achieved only under the assumption
that v2i is available and there is no GPS outage. GPS errors can be categorized into

commonmode errors and noncommamde errors, where commanmode error<an be
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mitigated by differential GPS (DGPS) but noncommsmoode cannot. First, commen
mode GPS error is cancelled from differential corrections broadcast from theidead
equipment (RSE). With v2i communication, a high fidelity roadway layout map and
saellite pseuderange corrections are broadcast by the RSE. Thieoard equipment
(OBE) corrects for the GPS commarode errors based on the received pseadge
corrections from the RSE, the current lane estimate, and the segment status determined
by a g@eral map matching algorithms. To enhance and correct the lane level positioning,
a statistical process control approach is used to detect significant vehicle driving events
such as turning at an intersection or l@hanging. Whenever a turn event is dedd, a
mathematical program is solved to estimate and update the GPS noncomoch®n
errors. Thixchapterdoes not consider vehicle sensor data which could be used to improve
position estimates (but requires an interface to the vehicle electronic systent)is
assumed that there is no GPS outage. Next Generation Simulation (NGSIM) data is used
to validate driving behavior for turn movements and to calibrate theclaaeging
detection model. A field experiment is conducted to validate the positionidglsno

Chapter 4examines the multiple priority problems in traffic signal control under the
condition tha OBEs are only installed on high priority class vehicles, suamasgency
vehicle or transit vehicleA priority request is sent to RSE if the emamgy vehicle is
approaching the intersection or the bus falls behind schedule. Given the current multiple
priority request information, a mixed integer linear program (MILP) is solvéldeiRSE
to obtain the optimal signal plan. First, a deterministic MIls proposed only for

multiple priority control of emergency vehicles. Second, a robust MILP is developed for
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transit vehicles (e.g. buse) accommodate the uncertainty in the traffic state (e.g.
qgueues) Third, actuated control is integratedtanthe robust MILP formulation to
mitigate the delay for passenger cars caused by priority cobasi.but not least, the
signal coordination constraints are added in the MILP formulation to achieve better
performance on an arterial. Both experiments on isolatedsections and coordinated
intersections are conducted to prove the efficiency of proposed sttatagkieve real

time control.

Chapter 5 presents an approximation algorithm to the mathematical program from
chapter 4 for field implementation. Currgntour OBEs and RSEs are running on
embedded Linux systems, which is not a compatible operating system for sophisticated
solvers such as CPLEX. Therefore, it is necessary to develop a solution algorithm for the
multiple priority control problem that can glerm in a reasonable fashion on an
embedded computer. First the problem is transformed to a polynomial sotu#ble
problem according to some reasonable assumptions. Second, aipleaskagram is
developed to evaluate the feasible solutions and searcthé sub optimal solutions.
Finally, a realworld experiment is conducted in a live intersection of Southern Ave. and
67"Ave in Maricopa County, AZ. OBEgonahr e
Emergency Action Coordinating Teamehicles from Maricop County Department of
Transportation (MCDOT). One RSE is connected with and Econolite ASC/3 traffic
controller in the cabinet. Different scenarios of multiple priority requests are tested and
the results showed that the algorithm proposed could servatitiple priority requests

in reattime.
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Chapter 6 outlines a methodology called PAMSC®atponbasedArterial Multi-
modal Signal Control with Online Data) for multi-modal traffic control when market
penetration of IntelliDrivé" is relatively high in passenger cars. Here ramitides
include emergency vehicles, buses and passengers cars. Due to the large number of
passenger cars in the network, clustering methods are developed to group the nearby
service requests into traffic ptains. Thena uniform requeshbased formulations
developedto optimize traffic signal control for concurrent differemiotorized travel

modes, e.g. buses and emergency vehicles, given the assuaipttorenvironment
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CHAPTER 2

LITERATURE REVIEW

Recent advances in communications standards and technologies provide the basis for
significant improvements in traffic signal control capabilities. In the United States, the
IntelliDrive™ program (originally called Vehicle Infrastructure IntegratioW!l) has
identified 5.9GHz Digital Short Range Communications (DSRC) as the primary
communications mode for vehiete-vehicle (v2v) and vehicko-infrastructure (v2i)
safety based applications. The IntelliDfiVearchitecture(Faradyne 2005%lso includes
the use of other communications channels such as IEEE 802 i), (digital cellular,
Bluetooth, etc. for nosafety critical applications. Regardless of the communications
channel used, the ability for vehicles and the infrastructure to communication information
is a significant advance over the current system capabflipoint presence and passage
detection that is used in traffic control systems.

This chapter reviews the literature related to IntelliDiv@s well as traffic signal

control strategies and probe vehicle techniques.

2.1 U.S. IntelliDrivé™ (VI1)
IntelliDrive®™ (VII) has been demonstrated and evaluateseveralstatesover the
past several yearblichigan and California are both leadifigld operational tests (FOT).

Large test beds were established in these two stdéss.York is in the earlytages of
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developingan IntelliDrive® program focused on commercial vehichsginia conducts
some early research on ramp metering control and signal dynamical gap with
IntelliDrive®™. Arizona focuses on researching and developing technology to assist

emergencyresponder vehicles

2.1.1 California

In the VII California ProgramCaltrans andvetropolitan Transportation Commission
(MTC) have created a VIl test bed in the Bay Afslsener 2008a)The largescale test
bed extend overapproximately 60 miles of roadway (freeways and arterials). The VII
California test bed isontinuing to expand. Currently there are 12 DSRC radios deployed
with plans to grow this number up to.4Beveral applications akeingtestingincluding
(Misener 2008h) 1). Traveler nformation 2. Ramp control; 3) Electronic payment
(tolling); 4). Intersection safetyincluding a project calledCooperative Intersection
Collision Avoidance Systasi Violation (CICASV) (J. Chang et al. 2007%). Curve

overspeed warnin@). OEM specific application&. Li et al. 2007)

2.1.2 Michigan

Michigan has embarled on an earlyintelliDrive®™ (VII) deployment. Formally,
Michigan has been designated trational IntelliDrivé™ (VI1) proof of concep(POC).
Preliminary testinghas focused on proving that data can be shared betwe#re

infrastructure and vehicles in a timely and accurate manner to support Intefilbrive
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applications(Piotronvicz 2008) Michigan Department of Transportation (MDOMas
installed 60 RSEs and cooperating with Chrysleto equip15 vehicles. The MDOT
Data Use Analysis and Processing (DUAP) project and Cooperative Intersection
Collision Avoidance System (CICASaretwo significant projects conducted using the
POC testbed

The DUAP project(Mixon/Hil of Michign, Inc. 2007)is a researctprogram to
determire how new VII data impacts safety, traffic operations and management, asset
management, winter operations, and transportation planning. The program is focused on
demonstration and assessment of data transformation and management, and DUAP
system developméns a means to that end. From a systems engineering functional
viewpoint, the DUAP system has four hifgvel capabilities:

A Collecting dat a

A Consolidating the collected information
A Converting data into information needed
A Communicating the wunified information t

The CICAS project{McHale 2008)c an be <categori zepgctsby CI C
and CICAS AViolationso projects. I n CI CAS
CICAS-Stop Sign Assisproject and CICASSignalized Left Turn AssistCICAS Stop
Sign Assistproject mhance d r i v e r 0 sat stbe signteroughninformationand
warningsby dynamic signgaps assessed with infrastructure senandsv2iwarnings In
CICAS- Signalized Left Turn Assigtroject,drivers will be warnedwvhen it is unsafe to

make a left turrbecause of mcoming vehiclespresence of pedestriamsd othe road
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users CICAS- Violations (CICAS-V) is a 4 year project to develop amegaluate a
prototype system intended to asslavers in reducing the frequency afashes between
vehicles due to violations of traffsignalsand cashes between vehicles doeviolations

of stopsigns

2.1.3 New York

The New York IntelliDrive®™ program is designed especially for commercial
vehicles. The commercial vehicle infrastructure integrat©xll) program(NYSDOT
2008) includes 13mile test site on théew York State (NYS)T hr uway Aut hor i
Spring Valley CorridorThe goal of the&CVII Programis todevelop, test and demonstrate
commercial vehicle based data communication with the roadside equipment (RSE).

The Department and its partners desire to leverage the existing light vehicle based VI
technology to enhance commercial vehicle safety, secanty mobility by partnering to
develop, test and demonstrate a prototype system that utilizes the VII architecture and
system requirements as well as the SAE J1708 vehicle data bus and the standard message
setsdefined in the SAE standardSAE J1587, SAE1B39 and SAE 2735Commercial
vehicle invehicle hardware and softwahave beerdeveloped, tested and demonstrated

to allow data message sets (DMS) to be wirelessly transmitted via DSRC

2.1.4 Virginia
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The Virginia Department of Transportation (VDOTgshbeen an active participant in
the national IntelliDrivé” development effort. They assessed national development
activities and quantitatively evaluated two potential system operation applications: traffic
monitoring and signal contr@B. L. Smith et al. 2007)

The IntelliDrive™™ benefits to traffic signal contrakas analyzedto determine how
traffic signal controlcould beimproved A dynamic ga-out featurewasdeveloped that
takes advantage of higher resolution vehicle location data available in Intelfithrine
the dynamic gajut system, vehicle headways were analyzed at a distance of 300 ft
upstream of the stop bdased on this headwatye controller predicts a vehicle arriving
at the stop bar before or after the gap timer expiring. If the headway gap at 300 feet
upstream is larger than the gap time, the signal is allowed to gap out immediately, hence

effectively transferring the additial gap time to the other phases (movements).

2.1.5 Arizona

The Arizona Department of Transportation (ADOT) developed a system called the
Emergency IntelliDrivé" (E IntelliDrive®™ ) systemthatis focused on researching and
developing technology to assist emergeresponder vehicleADOT 2008) This
dissertation is partially funded by i&ona E IntelliDrive®™ project, whichhas been
conducted bythe ATLAS (Advanced Traffic and Logistics Algorithms and Systems)

research centeén the College of Engineering at thimiversity of Arizona.
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The Arizona E IntelliDrive®™ initiative has a very mique focus on incident
management and emergency response, which is not currently being addressed by other
state or national IntelliDriv&! efforts.

The Arizona E IntelliDrive®M effort focused on four applications, including:

1. Preemption and Priority@rations at Traffic Signals.

2. Preemption Operations at Ramp Meters.

3. Ad hoc Incident Warning Broadcast.

4. Lane, Road Closure, and Incident Information Communication to Traffic operation
center (TOC).

These applications were developed and demonstmatdte Maricopa County DOT
parking lot in 2008, at the AASHTO Annual Meeting 2009 in Palm Desert, CA, and the
traffic signal priority application was tested and demonstrated at a live intersection in

Maricopa County in 2010.

2.2 Traffic Signal Control

Traffic signal lightswere inventednearly 150 yearsago whenthe first traffic lights
were installed outside the British Houses of Parliament in London by the railway
engineer J. P. Knight. Traffic signal contoainbe categorized into three different tah
schemesfixed-time traffic signal contrglactuatedtraffic signal control, and adaptive

traffic signal contral
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2.2.1 Fixedtime traffic signal control
Many of stateof-the-practice preimed systems are operated in a tiofe@lay mode in
which a dg is segmented into a number of time intervals, and a signal timing plan is
predetermined for each time interval. Typically53plans are run in a given day. The
basic premise is that the traffic pattern within each interval is relatively consisteneand th
predeterminedFixed time controhas low cost installation and timing plan is best suited
for the condition of this particular time of day. Butstnotrobust or adaptive to current
traffic conditions, since reatorld travel demands are intrinsically fluctuating, and traffic
flows at intersections may vary significantly even for the same time of day and day of
week(Yin 2008)
Usually fixed time control plan is produced from -bffe signal optimization
considering timeof-day constant flows.Some weHlknown traffic signal ofline
optimization algrithms are listed as below,
1 MAXBAND (Little 1966) (Little et al. 1981)and(Chaudhary et al. 1991)
MAXBAND is developed based on the fact that vehicles leaving from an
upstream interséeci on are grouped into a fAplat o«
desirable to set the signals at the downstream intersections in such way that the
platoon of traffic is able to go without stop when traveling through the network.
In other words, the control olgve is to maximize the bandwidth. It provides
progression along arterial, but the alg

intersections, since residual queue can easily disrupt the progression.
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 MULTIBAND (Gartner, Assman et al. 1994nd(Stamatiadis & Gartner
1996)

MULTIBAND is another wellknown oftline progression based optimization
model developed by Gartner. MULTIBAND incorporates a systematic traffic
dependent criterion, which guarantees the suitable progression scheme for
different traffic flow patterns. The ethod generates a variable bandwidth
progression in which each directional road section can obtain an individually
weighted bandwidth (hence, the term mibkind). Mixedinteger linear
programming is used for the optimization.

1 TRANSYT (Robertson 1969)

TRANSYT was first developed by Robertson but was substantially extended
and enhanced later. TRANSYT has been widely recognized as one of the most
useful tools in studying the optimization of area traffic control. It is the most
known and most frequently applied signal control strategy, and it is often used as
a reference method to test improvements enabled byimeaktrategies.

1 TRANSYT-7F (Wallace et al. 1998nd(M. Li & Gan 1999)

TRANSYT-7F (TRAffic Network StudY Tool, version 7Hs a version of
TRANSYT for United States TRANSYT-7F has been used by practitioners for
traffic network signal timing design and analysis. The latest version of
TRANSYT-7F release 11 features genetic algonithptimization of cycle length,
phasing sequence, splits, and off{gtsTrans 2010)It combines an optimization

process (including genetic algdmh, multiperiod, and direct CORSIM
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optimization) with a statef-the-art macroscopic simulation model (including
platoon dispersion, queue spillback, and actuated control simulation)

1 PASSER ll(Chaudhary & Chu 2003)

PASSER Il was originally developed with Texas Department of Transportation
(TxDOT) more than 30 years ago. The optimization technology used in PASSER
Il is simple but efficient. In addibn, it has proven to produce higoality
timings for signalized arterials. Furthermore, bandwistised timings are easily
recognized and appreciated by motorists in Texas and many other parts of the
United States.

1 Synchro (Trafficware 2009)

Synchro is a macroscopic traffic signal optimization model and software
package produced by Trafficware. They have approximately 1600 users
throughout North Amr i ca and are wused by most
SimTraffic as its microscopic simulation model to fully simulate signalized or

unsignalized intersections.

One disadvantage of above fixed time control algorithms is that the traffic control
problem isnot addressed very well under oversaturated traffic condition, since traffic
flow model is oversimplified in their algorithmRecently a number of papers have
developed dynamic traffic signal control formulations based on the cell transmission
model (CTM)in (Daganzo 1994and(Daganzo 1995) Thesignificant benefit of

embedding CTM in signal control is to capture traffic dynan@@M-based signal

St
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control fomulationis toaddress both unsaturated and oversaturated conditions
considering shockwaves and physical queues. Lo formulated the network signal
optimization problem as a mixedteger linear programming problem using CTM o
1999)and(Lo 2001) assuming that the cigclengths are fixed. Lin and Wang formulated
a more computationally efficient version of the mixed integer linear program for the
signal optimization problem with CTM ifLin & C. Wang 2004)But only twephase
signal was considered in their wo{Beard & Ziliaskopoulos 206) proposed a CTM
based system optimal signal optimization formulation combined with system optimal
traffic assignment which provides several improvements over existing fimbegger

linear program formulations including turning movements for exclusinrelanes. Most
recently,(L. Zhang et al. 20109xamined the design of robust traffic signal control with
the CTM. A scenaribased ®chastic programming model was proposed to optimize the

timing of pretimed signals along arterials under ¢eyday demand variations.

The disadvantage of CTdased formulations is the complexity of the mixetger

linear program (MILP). Te problemige grows very quickly with the size of the

network the number of phasesn d t he ti me hori zon. The HAcur
makes it impossible to solve these formulations directly using commercially available

packages such as CPLEX, LINDO, efberefoe, Genetic Algorithm (GA) is widely

accepted to solve the complicated analytical traffic signal control m@&lelsLebdeh &

Benekohal 200@B. Park et al. 1999%irianna & Benekohal 200@)o 2001)and(L.

Zhang et al. 2010jhough it is likely to converge to local optimum.
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2.2.2 Actuated traffic signal control

Nowadays, tffic actuated control is already implemented within controllers. It make
use of reatime measurements, provided by inductive loop detectors that are usually
located some 40 m upstream of the stop line, to execute some more or less sophisticated
vehicleactuation logic (Papageorgiou et al. 2003)

The basic principles of timing the green interval in a traffic actuated controller is as

follows:

1 Thereis a minimal green time for each timing phase, so that vehicles have enough
time to start and pass through the intersection and pedestrians can walk through
the intersection before yellow signMinimal green that is too long may result in
wasted time atthe intersection; one that is too short mewlate driver
expectation or (in some cases) pedestrian safety.

1 Each following vehicle generates a call (or actuation) to the traffic controller to
ask for additional green time. This is called green extensigam

1 There is also a maximal green time (or split in coordinatgdated mode) for
each timing phase, which is the limit of total green time when there is a
conflicting phase vehicle call.

Figure 2.1 illustrates the timing diagram of actuated traffiatroller.

The actuated controller can be configured to operate in ortevapimodes: fully

actuatedand semiactuated(Federal Highway Administratio007) In fully-actuated
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mode, detection is provided on all approaches to the intersection, and the controller

operates without a common background cycl e
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Figure2.1 Actuated phase timing diagrafiRederal Highway Administration 2008)

In semiactuatedor called coordinatedctuatedmode, deteatin is provided only on
the sidestreet approaches (and perhaps rséieet, lefiturn movements). The main
street signals remain green until a call for service is placed by thetsee deteats.
Semtactuatedperation is used to provide progressredicle flow through a series of
controlled intersections. In this mode, each controller in the coordinated system operates

within a common background cycle length. The coordinator in the controller guarantees
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that the coordinated phases (generally pRasering 1 and phase 6 in ring 2) will display
green at a specific time within the cycle, relative to a system reference point established
by the specified cycle length and system synch reference time. An offset time, relative to
the system referenceipt, is specified for each controller in the series to maintain the
smooth progression of vehicles through the intersections. The coordinator also controls
when and for how long necoordinated phases can indicate green so that the controller

will return to the coordinated phases at the proper time.

2.2.2.1 Advanced features in coordinateduated traffic signal control

Eachcoordinated system has the setpafameters to be determined to achieve signal
coordination.These settings are cessary inputsofr coordination, which are listed as
follows:

1 Cycle length:Cycle length defines the time required for a complete sequence of
indications.Usually the traffic engineer utilizes the greatest cycle length among
all the intersections along arterial to accondiete the traffic and then design the
rest of the progression scheme around that intersection.

1 Splits: splits are the portion of time allocated to each phase at an intersection
(including yellow and all red clearance timé&or implementation in a signal
controller, the sum of the phase splits must be equal to (or less than) the cycle

length
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Offsets: The offset is usually defined as the time differential between the initiation
of green indications of the coordinated movements relative to the master
intersetion (i.e., the intersection dictates the signal timing requirements of the
other intersections). The offset value is derived based upon the distance between
the master intersection and the desired travel speed of traffic on the arterial.
Figure 2.2 shows timespace diagram illustratingffsets and bandwidtf a

coordinatedraffic signal systenfSunkari et al. 2004)

Through band

Time

Reciprocal of
speed of
progression

A St B St C St D St E St
Distance

Figure 22 Coordination on a timspace diagrar{Sunkari et al. 2004)
1 Yield point: Yield point is only for coordated phasest Is a point where the
controller starts tomake decisiors to terminate the coordinated phases

shown in Figure 2.3 (a)
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Figure 23 (a) Predefined splits; (b) Fixed foreeffs implementation; (c) Floating fore
offs implementation.

1 Forceoffs: The forceoffs are points where netoordinated phases must end
even if there is continued demand. The use of fofteoverlays a constraint
on all noncoordinated phases to ensure that the coordinated phase will receive
a minimum amount dime for each cycle, depicted in Figure 2.3 (a). There are
two types of forceoffs: fixed and floating(Federal Highway Administration
2008)
o Fixed forceoffs: The fixed forceo f f mai nt ai ns-oft he ph
point within the cycle. If a previous naioordinated cycle ends its
phase early, any following phase may use the extra time up to that

phaseédf force
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0 Floating forceoffs: Floating forceoffs are limited to the duration of the
splits that were programmed into the controller. The fofte
maintains the nowgoordinated maximum times for each mnon
coordinated phase in isolation of one another. Floating foffseare
more regictive for the norcoordinated phases. If a phase does not use
all of the allocated time, then all extra time is always given to the
coordinated phase.
An example is presented in Figure 2.3 (a), (b) and (c) to distinguish fixed and floating
force-offs. Syppose phase 2 is coordinated phase, cycle length is 100seconds and each
phase split is equal to 25 seconds, shown as Figure 2.3 (a). If the demand of phase 2 and
phase 1 equal to the splits (25 seconds), phase 3 has lower demand (15 seconds) and
phase 4 &s larger demand (40 seconds) than splits, fixed Hoffseand floating force
offs have totally different split implementation. In fixed foukés, the forceoff point of
phase 4 is fixed at 50 s. The unused green time in phase 3 caallead to pase 4.
In addition to the predefined split 25 seconds, phase 4 has total 35 seconds actual time. In
floating forceoffs, the maximal split of phase 4 is 25 seconds. So phase 4 needs to be
forced off no matter that there are unused green times in prephaise 3. So extra green
time are all assigned to coordinated phase (phase 2) in floatingofibrddnerefore, fixed
force-offs give beneficialto side streetd there are fluctuations in traffic demand and a
phase needs more green timad floating fore-offs give more green on coordinated

phase, which may result in early return to disrupt coordination, but may also clear the
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gueue on arterial in congested traffic condition. There are both-aftsléor fixed and

floating forceoffs.

2.2.3 Adaptivdraffic signal control

Since 19706s, first generation of adaptiyv
in UK and Australia, such as SCOOT and SCAT.

SCOOT was first d ev el (blyunteed al. 1982pRJIchbsebeens o n 6 s
extended later in several respects. It is considered to be the-tezfiiensive version of
TRANSYT and has been applied to over 150 cities in the United Kingdom and
elsewhere. SCOOT utilizes traffic volume and occupancy (similar to traffic density)
measurements from the upstream end of the network links. It runs in a central control
computer and employs a philosophy similar to TRANSYT. More precisely, SCOOT
includes a atwork model that is fed with real measurements (instead of historical values)
and is run repeatedly in real time to investigate the effect of incremental changes of splits,
offsets, and cycle time at individual intersections (functionally decentralizyatom).

SCOOQOT also has some vicB. Martin 2001) Only up to 15% detector failure is
accommodated. The performance of SCOOT degrades badkeal dime plan if faults
not rectified. And it is unable to accommodate oversaturation.

SCAT was installed in Sydney in 1970s, offers a substantial improvement to
movement on arterial roads at low cost thereby enabling usage of the arterial road
networkto be optimizedSim & Dobinson 1980)Now it is implemented in 50 cities

worldwide, including Oakland County, Minneapolis and Atlanta in the US# main
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objective of the system is to minimize overall stops and delay when traffic demand is less
than system capacity. When demand approaches system capacity, SCATS maximizes
throughput and controls queue format{@owrie 1982)and(Luk 1984)

UTOPIA (Urban Traffic Optimization by Integrateutomation)/SPOT (System for
Priority and Optimisation of Traffic) was developed by FIAT Research Centre, Italy
(Mauro & Taranto 1989)This systems a hierarchical control model in which UTOPIA
is applied in area level control and SPOT is for local intersection control. It also contains
three layer controls like other systems.

PRODYN is another redime traffic control system developed by CERT/ONER
France and implemented in three French cifidenry et al. 1983)It includes the
prediction model of arrival vehicles and estimates queueadt intersection for 16 time
intervals of 5 seconds. Local optimization is made for the time horizon by a controller
implementing the estimated control strategy for each successive period. The system
transmits the predicted states to controllers dowastri® improve their predictions.

In United States, during the past decades, the Federal Highway Administration
(FHWA) has focused on the development and deployment of Real Time Traffic Adaptive
Control System (RATRACS) in the USA. Several traffic adaptisgnal control systems
were developed since 19806s.

The Optimized Policies for Adaptive Control (OPAC) was developed by Gartner
(Gartner 1983Gartner, Tarnoff et al. 1998nd became a part of RIRACS of FHWA.

It was developed earlier for isolated intersection control, which could be expsmded

control a subnetwork with a group of intersections. It is based on the Dynamic
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Programming to minimize the total intersection delay and stops over @pesafied

rolling horizon interval. During optimization, it progressively selects from among a
nunmber of possible signal patterns at each intersection. The patterns are recalculated
based on updated traffic data over a shorter time interval and used for computing the
globally optimized solution. Sensors are placed upstream of stop line to prediat arriv
flow pattern.

RHODES is another part of RTRACS of FHWA, developed by ATLAS center,
University of Arizona (Head & P. Mirchandani 1992)Sen & Head 199TFp.
Mirchandani & Head 2001)Uni ver sity of Arizonads protot
controller (called RHODES), APRESET, which simulates platoons, REALBAND (a
section optimizer), PREDICT, which simulates individual vehicles, and COP (a local
optimizer). This prototype, which is adnarchical control system, has three levels of
optimization, namely intersection control, network control and network loading. For local
intersection control, the signal phase durations are optimized by a Dynamic Programming
approach. The decision is-esaluated every 7 to 15 seconds using a decision horizon of
90 seconds. At the second level, the optimization of network flow control is performed
based REALBAND. This model attempts to form progression bands based on actual
observed platoons in the netwowkll the possible resolution of a conflict among the
predicted platoon movements are listed as the decision tree. Then the best one based on
the performance index is chosen as the optimal setting. At the highest level, network

loading predicts the genemd¢mand over longer periods of time, typically one hour.
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Both OPAC and RHODES were developed in the U.S. and were implemented in the
1990s and early 2000s. These sys{TRAGS wer e
development effortSelinger & Schmidt 2009)

Most recently, In 2001, FHWA initiated the Ad$te (adaptive control systems)
program to assess, and then pursue, the best, mostfiexsive solition for applying
ACS technology to current, stabdthepractice closed loop traffic signal control
systemsThis effort is intended to make ACS technology accessible to many jurisdictions
without the upgrade and maintenance costs required to impleh@®tsystems that
provide optimized signal timings on a secdndsecond basif_uyanda et al. 2003)

Due to past wireless communication limitatiorgne of the current adaptive signal

control makes use of probe vehicle data to gain better performance.

2.3 Probe vehicle technology

The state of the art in traffic monitoring is to utilize wireless location technology as a
means to tr ac kas they travdise the tramsportatidn eetwork. The probe
vehicle Atracko provides information on ve
derive travel times and speeds on particular roadway links. The wireless location
technology most commonly uses cellular phone GPS locations and/or cell handoff

information.

2.3.1 Traffic state and travel time estimation with probe data
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2.3.1.1 Transit as probes

Some researchers proposed the use of mass transit buses as probes since they can be
equipped with A/L (automated vehicle location) technologies. Buses can be easily
tracked since they have fixed routes and schedule. It will provide relative stable data set
than passenger cars. However, the percentage of bus in entire traffic is relative low to
estimateraffic state in real time.

(Hall & Vyas 2000)found that when automobiles have long delays, buses traveling
nearby on the same route are also jikel be delayed. The reverse situation, however, is
not always true, because buses frequently wait for extended periods when they run ahead
of schedule. Any useful bus probe algorithm needs to distinguish between actual
congestion and a stopping delay.

(Cathey & Dailey 2002)leveloped a mass transit tracking system based on AVL data
and a Kalman filter to estimate vehicle position and speed wereils#kcas were a
system of virtual probe sensors that measure transit vehicle speeds by using the track
data.

(Bertini & Tantiyanugulchai 20043howel that actual arterial traffic conditions may
be explained by using transit vehicle AVL information. The set of transit data, bus
movements generated from the maximum instantaneous speed achieved between each
stop pair was found to most reliably depict ttedfic movement of nottransit vehicles.

(Cathey & Dailey 2003)presented aorridor approach to traw#iime estimates by

using transit vehicles as probes. This work provided speed estimates that track the
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significant changes identified in inductadoep data but appears to provide a

conservative estimate of the speed.

2.3.1.2GPS positioning as probes

With the development of GPS positioning technology in last decades, GPS error
(10~20 meters)J. Farrell & Barth 1999ran be much lower compared with cellular
positioning (~100 meterg)gnace et al. 200). Many researchers started to utilize GPS
to estimate traffic state and travel time. However, the market penetration of GPS
equipment is not as high as cell phone. So some researchers use smart cell phone with
GPS device to collection probe data, ieth seems much more realistic for widely
implementation of estimation algorithm.

It is showed that the number of probe vehicles required increases nonlinearly as the
reliability criterion is made more stringent. Probe vehicles appear to be an attractive
source of reatime traffic information in heavily traveled, higgpeed corridors such as
freeways and major arterials during peak periods, but they are not recommended for
coverage of minor arterials or local and collector streets or durifgeaf€ hours.

(Quiroga & D. Bullock 1998)collected tremendous GPS historical data for
considering three analysis: segment lengths, sampling rates, and teamdeaicy. The
sampling rate analysis addresses the effect of collecting GPS data at different sampling
periods and shows that for a segment to have GPS data associated with it, the GPS
sampling period should be smaller than half the shortest travel tsoeiated with the

segment. The analysis also shows a tradeoff between sampling rates and segment speed
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reliability, and emphasizes the need for even shorter GPS sampling peii@ds) (b

order to minimize errors in the computation of segment speedscditeal tendency
analysis compares harmonic mean speeds and median speeds and shows that median
speeds are more robust estimators of central tendency than harmonic mean speeds.

(Y.B. Yim & Cayford 2001)used a vehicle equipped with differential GPS (DGPS),
and managed to match its route for 93% of the distance it traveled.

Recently, some researches combine GPS device and cellular phone for traasldime
traffic state estimation.(Young 2007)encompassed two primary methods: GPS data
obtained from fleet management services andlgeation schmes that leverage cellular
phone infrastructure(Yoon et al. 2007)jdentified traffic conditions on surface streets
given location traces collectdtom onroad vehicled this requires only GPS location
data, plus infrequent lowwandwidth cellular update@errera & Bayen 2009)eveloped
a realexperiment using GPS with cell phones to estimate traffic state, ddiddle
Millennium (see http://traffic.berkeley.edu/hn this experiment, cell phones equipped
with a Global Positioning System (GPS) provide new opportunities for location based
senices and traffic estimation. When traveling on board vehicles, these phones are able
to accurately provide position and velocity of the vehicle, and can be used as probe traffic
sensors. This article presents a new technique to incorporate mobile prcueemesnts

into highway traffic flow models, and compares it to a Kalman filtering approach.

2.3.1.3 Cellular phone as probes
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Although Cellular phone positioning technique has less accuracy, cellular phone also
has much high market penetration in real @woiDue to its positioning error, cellular
phone positioning is not good for intcity (arterial) traffic estimation. However, it could
be efficiently implemented for sparse network, like highway networks.

Some researchers in California PATH (PartnersAdvanced Transit and Highways)
are the pioneers in this aregSanwal & Walrand 1995tilized vehicles as sensors
instead of the conventional stationary sensors (such as the inductive loops used in many
places) for highway travel time estimatiofWesterman et al. 1996)roposed four
possible methods for estimating real time travel times and performing automatic incident
detection for ATMIS based on induction loop or probe vehicle data alone. It concludes
that the fourth approach s$#ical techniques is the best, which focuses on the
macroscopic level of traffic and to analyze how information about these macroscopic
traffic characteristics can be extracted from received probe vehicle(¥gtzace et al.
2000)revealed that at least 5% of freeways travelers are equipped with a cell phone; one
can predict a 95% accuracy in freeway link travel time estim@teB. Yim 2003)did
some surveys for cell phone penetration and claimed that Cellular probe technology one
of the potentially promising technologies fottaaollection of accurate travel time.

Recently, (Bar-Gera 2007)found that there is a good match between the two
measurement methods, indicatingttithe cellular phonbased system can be useful for
various practical applications such as advanced traveler information systems and
evaluating system performance for modeling and planning. Equipping floating vehicles

with GPS can improve the accuracytleé measurementgv/alerio et al. 2009putlined a
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unified framework that encompasses UMTS and GPRS data collection in addition to

GSM, and prospeietely combines passive and active monitoring techniques.

2.3.2 Traffic control with probe data

Currently there are very few literatures about traffic control with probe data.

(Comert 2008proposed a probabilistic method to estimate queue length given the last
probe vehicle position in the queue. Based on the queue information, max green
parameter was adjusted to achieve better performance. Howevatetailed signal
control scheme or analytical model was proposed in this work.

(H. Park 2008)utilized VIl enhanced data and developed three-értdbled ramp
metering algorithms (the variable speed limit, the lane changing advisory, and the GAP).
The results showed that Véinabled ramp metering algorithms improved the network
performance by providing 4.3% more vehicle miles traveled while redweinigle hours
traveled by 4.6%, which resulted in 9.3% higher average speeds.

(J. Y. Park 2009¥leveloped a network wide signal control systenmedam Persistent
Traffic Cookies (PTC), which is similar as IntelliDrR¥® A decentralized control
embedded with indirect signal coordination scheme was presented. Signal optimization is
accomplished at each local intersection by a dynamic programmimgaappwith the
predicted arrival patterns resulting from PTC data. However, probe data uncertainty was

not considered in this work.
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2.4 Summary

Advanced traffic management is a ceffective option to reduce total delay, fuel
consumption and air pollutioin urban networks. Nevertheless, Adaptsgnal control,
the most advanced scheme for siale traffic responsive operations, is still vadely
used due to inadequate sensor systems and the deficiencies in theatgoitithins.
With the advent ofadvanced communication systems nowadays, the traffic data are
dramatically enriched. In order to implement advanced traffic control systems in the field,
the adaptive signal control systems need to bdeweloped in more simple and direct
way, given thafull size of realtime traffic data is available.
This dissertation presents a innovative psdadelevel GPS positioning system, a
robust mixed integer linear program (MILP) for multiple priority signal control, and a

platoorrbased multmodal arteriatraffic control approach, all within a v2x environment.
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CHAPTER 3
PSEUDGLANE-LEVEL, LOW-COST GPS POSITIONING WITH VEHICLHO-

INFRASTRUCTURE COMMUNICATION AND DRIVING EVENT DETECTION

3.1 Introduction

Recently the concept of cooperative systems have gained increased attention by both
infrastructure owneoperators and vehicle manufacturers because of the potential of
wireless communications between vehicles and the roadside to provide a safer and more
efficient operating environment. Vehicte-vehicle (v2v) or vehicldo-infrastructure
(v2i) - generally referred to as v2xhas the potential to transform travel as we know it
today. v2x applications combine leading edge technologies such as advanced wireless
communications, ofboard computer processing, advanced vefselesors, GPS
navigation, smart infrastructure, and otldete provide the capability for vehicles to
identify potential collision and hazards on the roadway and communicate relevant
information togive driver alerts, warnings, and critical traffic control informatiBtT A
2010) A key capability necessary for successful and veickde deployment of v2x
applications is the ability to provide accurate lane level estimation of vehicle position.
First, lane level position data enhances roadway safety by supporting collision avoid
system, such as Cooperative Intersection Collision dammte Systems (CICAS) in
United StatefAmanna 2009) Second, lane control with different advisory speed and

lane restricthn are available with lane level positioning. Third, driving behaxsoch as
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lane changing can be studied intensively based on lane level positioning data. Forth,

lane level positioning can also benefit traffic operations and control; for example, lane
level queue length could be obtained. This is a challenging technical problem that must
engage the infrastructure as well as advanced vehicle technologies.

To be successful for wide scale deployment any solution must also be cost effective. A
solution trat is too expensive is unlikely to be widely deployed and supported. Although
the use of low cost GPS receivers for navigation has recently become very popular as a
variety of units from Garmin, TomTom, and others have flooded the market, the accuracy
requrements of navigation and v2x are significantly different. The standard deviation of
a nondifferential GPS position estimates is on the order e2@0GnetergJ. Farrell &

Barth 1999)J. Farrell et al. 2003)ncreased accuracy in few meters or even centimeters
can be achieved through different kinds of Differential GP%arrell & Barth 1999(H.
Blomenhofer et al. n.dagnd(Tan et al. 2003)DGPS is an excellent positioning tool, but
GPS receivers on most of vehicles are not capable of receiving differential corrections
and differential receivers are more expensive and many times require subscriptions t
correction service@OminiSTAR 2010)hat are costly. In order to make GPS positioning
systems popular, many researchers focus on how to correct the error fraroskwon
differential GPYClanton et al. 200nd(ToledoMoreo & Zamoralzquierdo 2009)

This chapter presents a potential solution to the-dost positioning problem and
includes four lowcost elements. The first leeost element is the use of GPS (not
necessarily differential GRShat is available on many vehicles, hand held devices, and

on v2x radio units, e.g. Dedicated Short Range Communication (DSRC) radio units
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(Savari 200). The second element is the high fidelity maps of key infrastructure
elements that provide information about intersection and roadway geometry, called
MAPs (defined in SAE DSR@J2735), which contain very accurate GPS waypoints in the
center of eachoadway lane. These maps are to be provided as part of the infrastructure
to-vehicle communicationd_e et al. 2009)The third element is low cost vehicle sensors

that can be used to enhance position information, when GPS signals are erroneous or
undetectable in places such as urban canyons. The fourth element is the cooperation
betwesn equipped vehicles by sharing information about current GPS position error.
These four key elements can be combined to provide highly accurate and reliable vehicle
position estimates that will enable new safety and efficiency applications.

This chapter xplores a low cost positioning framework based on solely GPS and
detailed maps (called the MAP) of the roadway system. GPS positioning with other
vehicle sensors will be considered in future work. This chapter is organized as follows.
The system structurss proposed in section 2. Section 3 presents a statistical process
approach to detect larghanging and turn movements. Section 4 develops a lane
alignment optimization model to estimate GPS noncommode errors. Section 5
reports the findings of a fieltest of the proposed positioning system. Conclusions and

remarks are in Section 6.
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3.2 The V2lIpositioningenvironment

In the environment of v2x, each equipped vehicle habaard equipment (OBE),
which communicates with roaglde equipment (RSE) or other vehicles equipped with
OBEs by some reliable wireless communication technology such as DSRC. The RSE
broadcastsahighi del ity fAmapo (MAP). The vehicle
received GPS position will estimate its current position, shown as Figure 3.1.

MAPs are an integral part of the infrastructure of a v2x system. MAPs are small

ASCII text file that deschies the roadway geometry in terms of segments, lanes,

GPS Waypoints

\/

A ™

Figure 31 Intersection layout defined in a MAP
intersections and key traffic control measures. Figure 3.1 shows a simple intersection

with a set of GPS waypoints that provide the highly accurate position information that
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forms the MAP. It is assumethat the MAP should be based on accurate GPS
measurements, which can be obtained using survey gradeG®BKequipment and on a
frequency of waypoints that captures the roadway geometrics including curvature,
intersection geometry, and lane drop geometitye requirement for highly accurate
waypoints in the MAP is important due to the additive nature of the error that includes
both the MAP accuracy and the réahe measurements.

In addition to the MAP, GPS corrections can also be broadcast from RSEl&nce t
position of RSE is fixed and surveyed. Given that the range of DSRC radio is less than
1km (Y. Liu et al. 2005) a smallrange localarea DGPS system can be established in this
v2i environment either by position domain corrections and pseudorange domain
corrections(Kaplan & Hegarty 2006)In position domain corrections, the coordinate
differences between the surveyed RSE position and the position estimated from GPS
measurements are communicated from the RSE to the OBEs. The latitude, longitude and
height dfferences are directly broadcasts from RSE to nearby OBEs. Although the
position domain corrections are the simple to implement, it requires that both receivers
use the same set of satellites and the same position solution techniques on all receivers,
which is very hard to be ensured because of the variety of GPS receiver providers in the
low cost market. In pseudorange domain corrections, the reference station determines and
disseminates pseudorange corrections for each visible satellite. Since itces-arda
DGPS system, the commanode noises sources are cancelled to achieve 1m accuracy.
Detailed discussion of DGPS algorithms can be foun@.ifFarrell & Barth 1999and

(Kaplan & Hegarty2006)
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In this chapter, the authors suggest using pseudorange domain corrections. However,
the details of how to implement pseudorange domain DGPS is not the scope of this
chapter. It is assumed that the RI&&Sed locahrea DGPS accuracy is achievedldw
cost GPS under good visibility conditions. In order to test if this assumption is valid, a
simple test was conducted in the intersection of Mountain and Speedway, Tucson, AZ
when it was sunny and clear. A stationary RSE with low cost GPS was itsialléne

top of a traffic controller cabinet for 11 hours. The GPS position errors are shown in
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Figure 32 The GPS error in the test site in Tucson, AZ

Figure 3.2. The average GPS error is 1.29m with standard deviation 0.748m, which

nearly matches the accuracy of cduesed DGPS.



72

Although the GPS noncommanode error is unknown and difficult to track, it can be
estimatéd when some specific driving events occur, e.g. vehicle right hand turn or left
hand turn. Given a current MAP and measured vehicle trajectory, it is very simple to
identify a vehicle turn movement occurs at an intersection. First, the actual inbound and
outbound lanes could be estimated by the MAP network and map matching algorithms
surveyed in(Quddus et al. 2007pgiven the 1m DGPS ac@acy. The measured vehicle
trajectory can also be divided into inbound and outbound trajectories after the vehicle
turn movement is completed and detected. The offset between the actual and measured
vehicle inbound and outbound trajectory can be regardedtha current GPS
noncommormode error. A turn evestriven lane alignment optimization model is
solved to capture the GPS noncomrmeode error to provide an offset that can be used
for correction. The occurrence of a turn event or lane change eventiter@dby using
an exponentially weighted moving average (EWMA) statistical process control (SPC)
chart based on the vehicle heading in relation to the roadway heading. The vehicle lateral
deviation is tracked in order to detect the number of lanes chalbgee changing events
can also be used to determine the vehicle lane status, as well as to correct previous lane
status estimated by the map matching algorithm.

Figure 3.3 shows an illustration of the actual and measured position of a vehicle after
it makes a right hand turn at an intersection. In this situation, it is not known if the vehicle
is in the right most lane or the left lane, but a combination of this driving event and the
previous error estimate can be used to provide a accurate and redtiiate of the

position error.



73

_ GPS Measured Position

|, | GPS Measured Position

i

.| Actual Position

Figure 33 A driving event of making a turning maneuver and the actual and t
uncorrected measured position before and after the event

The entire system structure is shown as Figure 3.4. First, ansaarated Extended
Kalman Filter (EKF) is chosen to estimate the vehicle state from the raw GPS data and
the estimated GPS errors (including comamoode errors from RSE and noncommon
mode errors from an optimization model). Due to page limitation, the EKF discussion is
omitted in this chapter. Interested readers can find a detailed introduction to EKF in
(Zhao et al. 2008Welch & Bishop 1995) The map matching algorithm is used to
estimate the vehicleds initial | ane and se
on the EKF estimate. Second, given vedicle heading from the EKF states and the lane
heading from MAP, the heading error is monitored by an exponentially weighted moving
average (EWMA) SPC control chart. The EWMA control charts track both lane change

and turn events. Once the EWMA data edsthe defined control limits of lane change
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events, a lane change is detected. The number of lanes changed can be estimated by the
vehicle lateral deviation. Similarly, turning events are detected based on defined control
limits. Finally, the vehicle lam status is updated or corrected by the vehicle status
management module. When a turn event is detected, the lane alignment optimization
module is triggered to update the estimated GPS noncommde error. This

information is provided to the v2x applicais.

GPS receiver

GPS ravr data

Corractad GPS Common-meds arror
Extended Kalman filtar |

and map matching

MNoncommon

1

Vahi
shicla statas mods arror

Y

SPC control chart | | Lansslisnment opt. modsl

Lanzchangs
hiap data
& Turn events
L 4
Wehicle status mansgement LAP

Figure 34 GPS positioning System Structure

Two major contributions in this system are the EWMA control chart to monitor events
and the evendriven lane alignment optimization to estimate the GPS noncormoaie

error.
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3.3 Extended Kalman filter

The Kalmarfilter provides an efficient computational (recursive) means to estimate
the state of a process. Kalman filters are very powerful in several aspects including that
they support the estimation of past, present, and even future system states and they can do
so even when the precise nature of the modeled system is unkdosoret al. 2003)

The two main features of the Kalman filter formulation and problem solution are vector
modeling of the dynamic process under consideration and recursive processing of the
noisy measurement dafilisener & Shladover 2006)

In the vehicle states tracking application of a Kalman filter the nonlinear dynamical
system model must be linearized. A Kalman filter that linearizes aboatittent mean
and covariance is referred to as Extended Kalman Filter (EKF). Although the
linearization and Gaussian distributed noise assumption in the EKF may seriously affect
the accuracy of the obtained solution, or can sometimes lead to divergeneeystem
(Welch & Bishop 1995) the EKF can handle approximatentinear filtering in real time
without the curse of dimensionality, which greatly reduces the computational complexity
of the system.

Since the low cost GPS receiver is the only sensor/information source used in this
chapter, the longitude, latitude, haagliand velocity are the only measurements available
(assuming that altitudeemains constant within the localized plane centered by the
MAP). We assume that the speed of the vehicle is constant during each GPS

measurement interval (1 second). Since th& @G&a is in the WG84 coordinate
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system, we convert each GPS measurement from onto a local planar coordinate system

(El-Rabbany 2006)

The following states are selected,
X(¢)=[x(¢) y@) sinf,(t) cosf,(t) v, (@)
Where
X(¢) = vehicle location in the east direction at time stepmeasured in meters.
y(t) = vehicle location in the north direction at time sftepmeasured in meters.
sinf, (¢) = sine of the vehicle heading at time stepin radians, with north being zero

heading andlockwise being positive.

co¥, (#) = cosine of the vehicle heading at time stepin radians, with north being zero
heading and clockwise being positive.

Vv, (#) = velocity of the vehicle at time stdp, in m/s.

The process to be estimated is now governed by thdimear stochastic difference

equations,
X(t) = X(t - D) +V(t - Dsinf, (¢ - D+w(f - 1) (3.1)

y(t) = Y(t - D +V( - Dcost, (¢ - 1) +w, (¢ - 1) (3.2)

sinf, (t) =sinf, (¢ - 1) +w,(t - 1) (3.3)

cosf, (t) = cosf, (¢ - 1) +w, (¢ - 1) (3.4)

V,(£) =V, (- D+w(f - 1) (3.5)
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The choice ofsinf,(¢) and cos, (f) as state variables insteadQ{t) simplifies the

state equations singg(¢) is in radians and is cyclic, meaning that a rare thé same

state, and this discontinuity or fstate |
For the measurement equations, the observation variables are chosen to be the same as

the state variables.

Z(t) =[xa(t) Ynlt) sinf,. (&) cOSf,.(f) V()]
Where

X, (¢) = the corrected measurement of the vehicle easting position at timé siep

meters.

Y, (¢) = the corrected measurement of the vehicle northing position at timé step

meters.

sinf,,,(¢)= the sine of the vehicle heading measurement at time stepradians, with

north being zero heading and clockwise being positive.

cos,,(¢) = the cosine of the vehicle heading measurement at time stepradians,
with north being zero heading and clockwise being positive.

v,,(¢) =the measurement of velocity of the vehicle at time stem m/s.

Note thatx.,(¢) and y, () are not equal to the raw positiof(¢)and y'(¢) from the
GPS receiver, but are the corrected measurements that include the last event driven

estimate of the GPS err@,'(M) andD,'(M), whichoccurred beforéime step/

Xn(f) =X (7) +D,'(M) (3.6)
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Yat)=Y'()+D,(M)
(3.7)

Where,D,'(M) andD,'(M) are the GPS error estimates (offsets) for the east and north

direction, respectively, from thi " event
And the measurement equations are defined as,

X (£) = X(£) + v, (£)

(3.8)
Ym(t) = Y(£) +V,(7) (3.9)
sinf,,(t) =sinf, (¢) +Vv,(t) (3.10)
cos, () =cos, (t) +V,(¢) (3.11)
V() =V, () +V5(2) (3.12)

The nonlinear state equations and measurement equations above can be written in matrix

form,

X, = T (X)) + W, (3.13)

Z, =h(X,)+v, (3.14)
Wherew, =[w(t) w,(t) w(t) w(t) w)]" andy, =[w(t) %) () Vi) Ol
represents the vector of process noise and the measurement noise, respEcévely.
function f can be used to compute the predicted state from the previous estimate and

similarly the functionh can be used to compute the predicted measurement from the

predicted state.
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f and h are nonlinear and cannot be applied directly. Hence, they are linearized
about the previous and current states, respectively, and are written as (Melets &
Bishop 1995)

X, 0 X, +AX, 1~ K )+w,, (3.15)
Z,°Z, +H(X, - X,)+V, (3.16)

Where

X, and Z, are the actual state and measurement vectors,

X, and Z~[ are the approximate state and measurement vectors defined as follows
X, =108.)
Z, =h(X,)

)E, is the a posteriorigtimate of the state at stép andA is the Jacobian matrix of

partial derivatives off with respect toX, that is

el 0 v(t-12 0 sinf,(t - Do
P 1 0 ye-D cos (- DY
A= -0&)=€ 0 1 0 0 u
L ©0 o 1 o

o 0 0 1 0 @iy

H is the Jacobiamatrix of partial derivatives oft with respect toX , that isan identity

matrix.
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(3.18)

o O O+ O

© O+ O O

o r O O O
e

At each time step the Jacobiarevaluated using the current predicted states. This
process essentially linearizes the #ioear function around the current estimate. The

complete set of EKF equations is shown below

% = 108.) (3.19)
Pt_ = A[ Pt—lAT +Q (320)
K, =P H] (H,P H +R) (3.21)
& =% +K.(Z - h(OR) (3.22)
R=0-KH)F
(3.23)
The filter is started wittP, =1, and the covariance matr@@ and Rare both defined as

fixed diagonaimatrices,
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3.4 Lane wtusmonitori EWMA SPCcontrol chart

Statistical process control (SPC) consists of a diverse set of tools for quality
monitoring and process i mprovements.etTohe smo
the control chart. A control chart is used to track changes in the mean and variance of a
dependenvariable timeseries(Shewhart 1931) The chart contains a center litreat
represents the average value of the quality characteristic (dependent variable or control
data) being monitored and corresponds to theoimtrol state. Two additional horizontal
lines, called the upper control limit (UCL) and the lower control lithi€L) are also
shown on the chart. These control limits represent the statistical decision value that is
used to determine the-gontrol and oubf-control state of the process. As long as the
points (control data) remain within the control limits, thegess is assumed to be in
control, and no action is necessary. However, a point that exceeds the control limits is
interpreted as evidence that the process obabntrol. The traditional Shewhart control
chart(Shewhart 1931)ises only the information about the process contained in the most
recent sample observatiamd ignores any information given by the entire time series of

points. The exponentially weighted moving average (EWMA) control chart utilizes a
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weighted average of all past and current data to detect small procesg\tiftgomery
2008)
The control data used in EWMA is defined as

W(t) = /Y(t) + (- /)W(t- 1)

(3.24)
W(0) =Y
(3.25)
The UCL and LCL of the EWMA control charts are

v / 2t

UCL:Y+L5\/—[1- @- H7]
2-/ (3.26)
LCL=Y - Ls\/zl—/[l- @- /)] (3.27)

WhereY(t) is the observation at tinte andW(t) is the EWMA data at timé. S is
the standard deviation of control variable.The starting valu&V(0) is equal to the
average of preliminary dat¥,. /i (0] is a constant which assigns weight between

new data and past dath.is a factor which defines sensitivity of detection and false
alarms and can be interpreted as a multiplier of the standard deviation for control limits.
To implement EVMA SPC control on lane changing detection, the observation data is

defined as,
Y(t) = e, () = 180* M (3.28)

Where e,(f) is the heading error (degrees) between the vehicle heddi{#g

(radians) and the lane headifid¢) (radians) at tim¢’ .
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In this chapter, both the detection of lane change events and turn (right or left) events
are important. Lane change events are used to update the vehicle lane status. For the
detection of lane change everdag assumption imade:

Assumption If the curvature of roadway is not sufficiently captured by discrete
waypoints, then splines would be required from the RSE MAP (this is not addressed in
this implementation).

Figure 3.5 shows the components of the lane change model. Assumption 1 #ragures

the curvature of the roadway can be captured at any flmesimplify calibration,
average heading errcEh is calculated frome, (¢) .

The UCL and LCL of lane change events are defined as,

UCL'ane :V + Llanéslane\/z_/—/[l_ (1- /)2[] (329)

— / '
LCL|ane:Y_ Llaneslane\/ﬁ[l_ (1_ /)2 ] (3.30)

and the UCL and LCL of turn events could be defined as,

UCL[um :?+ Ltumstum\/z_/—/[l_ (l_ /)2[] (331)
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LCl‘turn :?' Lturnsturn\/z_/—/[l_ (1' /)Zt] (332)

Figure 35 A lane changing model

Since the commoemode GPS errors are corrected by differential corrections, the

average heading errar should be zerol,. andL,, are usually equal to 3, as typical

lane

3-sigma control limits. The most important parameter is the standard deviation of heading

error S ..., Which affects the UCL and LCL of lane change events.

In order to calibrates .., the lane changing process is modeled as a deterministic

process given assumption 2, as shown in FigureT3.5,, v,, V. and|gh|denote the

duration of lane changing, the lane width, lane longitudinal speed, lateral speed and the
absolute value of average heading error in the lane change, respectively. The process of

lane changing could be described as follows: Suppose lane chastgims from time

t =1, EWMA SPC control dat&V(z) will increase untilf =T ,when the lane changing
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process completes, shown as equation (33p).

W@ =g, (3.33)

W@ =@-/)e +/e (3.34)

wm) = (- /)@ 1) +2 +1) g (3.35)
wm={- @ /) e (3.36)

A lane changing event is claimed to be detecteW/(iT) is greater than UCL or less

than LCL, depicted in equation (3.37).

/

W 2 3s —
| (T)l lane 2_/

(3.37)

If a driver changes behavior and does not commit to the lane change, the data may

indicate the start of the change, but will include the return to the original lane. The latest

ti me to rfrl6.gheeetorsw(T/5 should stay in the control limits in order to

avoid false alarm, shown as equation (3.38).

W) 16 38 0 > (3.38)

A bound ons . can be defined as (3.39) by combining (3-G5B8) as

‘e—h‘ﬁl-(l-_//)T/Z)Mme ¢ \e_h\ﬁl(l—//)T) (3.39)
3 3
2- 1 2-1

‘e_h‘ in equation (3.39) can be substituted by a inverse trigonometric function
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arctan(-), derived from Figure 3.5. (Suppose the output of arctan(-) is in degrees)

‘e_h‘ = arcta g (3.40)

mg?mo

Therefore, the bound of . is determined by lane width, , vehicle speed, and

lane

lane changing duratiom given a fixed/ , as shown in (3.41).

~ 'V ~ T
- (- ) “l¢ Sine ¢ arcta - (1_// )

3
2—/ 2-/

arcta (3.41)

The false alarm (false positive) and miss detection (false negative) errors are both

undesirable for lane changing detection. The smaller the valgg,of the higher the
probability of a false alarms. The larger the valuesgf,, the higher the probability of

miss detection . Therefore, the median value is selected to be the valye,ahown in

equation (3.42).

S|ane=¢((1— (1- /)T)+@- (1- /)T/z)) (3.42)

In (3.42),/ , 1,andv, are assumed known. The only random variable is the duration

of the lane changing evenrl,. The duration of the lane change event is modeled by
Toledo and Zohar ifToledo & Zohar 2007)They found that the range of lane change
duration varies from 1 second to 13 seconds with mean 4.6 seconds and standard
deviation 2.3 seconds.. Thiemann at (Thiemann et al. 2008gxamined the Next

Generation Simulation data (NGSIM)ederal Highway Administration 2009jom
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Federal Highway Administration (FHWA) and showed that the mean duration of lane
changing is 4.01 seconds with standard deviation 2.31 seconds, eanngly with the

findings of Toledo and Zohar.

251 .

15} -

sigma-lane(degree)

05 1 1 1 1 1 1
0 2 4 b o 10 12 14

Dwration of lane changing{second)

Figure 36 The relationship betwees\,,, and T, given/ =04, |, =3.2m
andv, =13.33m/s

To implement the EWMA SPC control chart, the initial value Toffor reattime
application can be determined as the mean of lane changing duration in previous studies,
approximately 4~5 seconds. Siraiferent people have different driving behaviors, it is

likely to have a differenT for each driver. Given the assumption that drivers behave
somewhat consistently when changing lan€s,could be estimated frond r i ver 6s
historical lane changing data and the position of surrounding vehicles by wviehicle

vehicle communication, which could be considered as future research. The relationship
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betweens . and T can be described ashown in Figure 3.6 as a monotonically

decreasing curve, given fixedd, | andv, .
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Figure 37 (a) An example of vehicle events detection; (b) Evdetsction with

EWMA control chart
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When a turn even occurs, the EWMA control d&t4z ), exceeds the control limits

established for a turn event. Both the lane and vehicldirgs will change when the

segment status is updated to match the MAP map, hence the EWMA contriW@a)a,

will drop back into the turn detection control limits. However, the EWMA control data
will not converge back into the contraiits of lane change event immediately even if
the new heading observation is within the
EWMA control chart(Montgomery 2008) It usually takes several seconds for the
EWMA data to drop into the control limits of lane change event after a turn event is
detected. Asaesult, any new | ane change event oc
effecto would not be detected. This inert
control chart when a new turn event occurs.

An example of the EWMA control chart applied tavehg event detection is shown in
Figure 3.7(a). A vehicle heads eastbound, then merges into the right lane and executes a
right turn. The orboard GPS receiver outputs data every 1 second. The process of

vehicle movement is monitored by the EWMA conttblrt as shown in Figure 3.7(b).

The heading errog, (t) is treated as raw data. Every second the EWMA W&t is
calculated by using (3.24). The parameter values are s¥t=0; / =0.4, Lne=3, Lium

=3, ands,,,,=18. According to field dath, =3.3m,, v, =115m/sandT =5s, s, is

turn
equal to 1.799 by equation (3.42). The UCL and LCL for lane change event detection and

turn event detection ar&lCL,, =2.7, LCL,,. =-2.7,UCL,,, =27, LCL,,, =-27.To

address the latency of lamshanging detection, theodel proposed in equation 3.38
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shows that the lane changing can be detected after half time of lane time, which can be
validated in the example in Figure 3.7(b). The lane changing time t@# 56
seconds by countinffom third heading error points (stars in Figure 3.7 (b)) deviated
from zero line. The EWMA data exceeds UCL at third seconds, when the lane changing
event is detectedSo our proposed algorithm can detect lane change once the vehicle

passes the lane marker, whisrassumed to be the middle of lane changing time.

3.5 Turneventdriven lanealignmentoptimization

The EKF and SPC control chart provides state updates and detects turning events.
However, the vehicle position is still uncertain due to the potentialigaramonmode
GPS errors (0-#m). In order to estimate the noncomnmande error, the vehicle turning
inbound and outbound trajectories are combined with the MAP to measure the vehicle
offset from the estimated actual lane inbound and outbound trajecstra@sn in Figure
3.8 (a) & (b). A turn evendiriven lane alignment optimization problem is solved to
estimate the average noncomnmande error in the process of turn movements.

To better understand driveroés beharei or f
observed in NGSIM raw video data in Lankershim Boulevard in Los Angeles, CA and
Peachtree Street in Atlanta, GA. Table 3.1 shows that the probability of not drifting lanes
is pretty low, about 0.6 for left turns and 0.4 for right turns. Therefores, litard to
precisely predict which lane the driver selects after the turn. However, the lane number
could be set to an initial estimate using the megiching algorithm. If the initial lane

number is correct, the subsequent lane changing events will lmmabés Otherwise, if
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the initial lane estimate is incorrect, the subsequent lane changing may violate the
geometry of roadway, for example, a detected right lane change violates the previous
status that the vehicle was in the most right lane. The optionzproblem can be re

solved to reestimate noncommemo de error after the vehicle

determined.
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There are two characteristics of this problem that provide an opportunity to estimate
the error: First, the GPS inbowadtbound trajectory across the intersection contains
information about the direction of the turn thie driver makes. Second, given a MAP

and a turn type-outbduhdetrajectories @ beiconiparad ntal the
measured trajectory and the GPS eridr (D',) can be estimated from the lane and turn

alignments.

Table 31 Probability of no lane drift for turns in NGSIM data

Number Turn  Number Number 1lane 2lanes Probability of

of type of of turns  drift drift no drift
outbound observed with no
Lanes turns drift
2 Left 66 41 25 N/A 0.62
Right 224 91 133 N/A 0.41
3 Left 858 519 248 91 0.60
Right 1102 435 606 61 0.39

Two scenario setS§, and S, are created by sampling some of the recorded GPS
points. S, contains somex,,sl S, which are used to test the vertical distance between

two horizontal lines, whiléS, contains soma/s,sl' S, which are used to estimate the

horizontal distance between two vertical lines as showmngase=3.8(b).

The lane alignment optimization problem can be stated as:

Objective function:min Z =D, +D,
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Subject to the constraints:

~ 1, ,

D, = m%(xm(ys)-X(ys))

D, =2 & (Yu(x)- Y(%))°
|S | Sx m S S

Xn(Ys) =CY, - D', +d + D, sl S
X(y,)=cy,+d' si S,
Ym(X;) =ax, - aD', +b+D', si S
y(x,)=ax +b sl S,

This optimization problem can be solved as a weighted least square pr@blism.

minimized when its gradient with respect to each variable is equal to zero,

ez _g
fo,
T Wz _
fHD, (3.43)
The optimal solution is derived from (3.43) as follows,
AeD' (c* +)K, +(a+0)K,
(. 2(ac- 1)?
Py - (& +DK, +@+ oK,
[ 2(ac- 1) (3.44)
Where 2a andK, =2 AY. - 3 X
K,=— 34 X,- av. a 2T Ta A s a
|S|S|Sx |S |§Sy ylgsy | xISSx

Therefore, the GPS noncommorode error can be roughly captured from turn events.
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3.6 Field ctaresults

To evaluate the effectiveness of the pselagie level position estimation system, an
experiment was conducted around the Mountain and Speddveagection in Tucson,
AZ as shown in Figure 3.9. The OBE installed on the test vehicle features a 500Mhz
processor, 256MB of memory, 4GB of compact flash disk space, multiple radios (WiFi,
DSRC) and an integrated USB GlobalSat-B&B GPS receiver and anina. The DSRC
communication range of v2i has been measured to be about 600~700meters in this test

site.

Figure 39 The test intersection in Tucson, AZ

Once a turn is detected and finished, two linear equations are estimated by the

trajectory lines. The optimal solution is calculated by (3.44), which is considered as the
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GPS noncommomode error. Then the states of tl€F are applied with this GPS drift
error. The GPS error is corrected just after the turn event as shown in Figure 3.10. A lane
change detection example withldne left turn, ilane right turn and -kane left turn is

depicted in Figure 3.11.

a GID
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Figure3.10 GPS noncommamode error fixed by lane alignment optimizatiol
for the left turn event
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Figure 311 Lane change detectiday SPC control chart

Three routes were driven with each having different lane change durations. The results
are summarized in Table 3.2. The Number of false positives (a detected ew@nisvh
false) and the number of false negatives (a true event without detection) are both equal to
2, out of 61 total lanehange events. The total lane changing detection rate is about 93%.
All of the turns were detected because heading errors are cigniind easy to detect.
There was no observed error for turn detection. Even though a few lane change detection
failures occurred due to the inaccuracy of the low cost GPS, the vehicle lane status was

reset each time that a turn event was detected.
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Table 32 Experimental Results

1st 2nd

: . 3rd experiment
experiment experiment

duration (seq) 23 4-6 7+
?h‘:n'girr‘lz 20 22 19
bosiives O 1 1
regatves 1 0 1

3.7Summary

A pseudo landevel positioning system was developed using only low cost GPS in a
v2i environment. The system consists of three major components: v2i communication of
GPS commosmode corrections; an Exponentially Weighted Moving Average (EWMA)
control chart monitor for lane changing and turn detection; and, a lane alignment
optimization model to estimate the noncomrmode GPS errors. Pseudo |deeel
positioning is achieved undére assumptions that no GPS outage occurs, drivers change
lanes at a constant speed, and the roadway geometry is well captured in the MAP.

Future research will focus on solving some potential problems existing in this initial

approach. First, the problem of GPS blockage can be addressed by other vehicle sensors,
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such as gyro, odometer and vehicle wheel encoders that can also address thiét GPS d

issue at low speeds and provide important information abQui. Second, GPS

noncommormode error estimation on a straight road is another challenge. It is likely that
some vehicles will not execute turning maneuvers and the tinveede GPS offset
updates may be long enough that the GPS drift will significantly affect positioning. This
might be addressable by cooperative sharing of information using wéhroshicle

(v2v) communications where all of the equipped vehicles on atsthare GPS offset

estimates and updates based on the population information.
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CHAPTER 4
ROBUST ACTUATED PRIORITY TRAFFIC SIGNAL CONTROL WITH VEHICLE

TO-INFRASTRUCTURE COMMUNICATIONS

This chapter examines priority based traffic signal control using vetoicle
infrastructure communication to send priority requests from a vehicle to an intersection.
Priority control allows certain classes of vehicles, such as emergency vehicles or buses,
to receive preferential treatment at a traffic signal. At any time it is possible that more
than one qualified vehicle is approaching an intersectioneactl vehiclemay send a
priority request. The traffic control algorithm must consider multiple requests as well as
be robust to uncertainty in the desired service time. Given the current information from
multiple priority requests, a mixed integer linear mathematicagnam (MILP) is solved
for eachintersection to obtain an optimal signal timing plan. This chapter first presents a
deterministic MILP that is applicable for control of multiple emergency vehicles. Then a
robust MILP is developed for transit vehicles (dogses) where the desired service time
might be uncertain due to operational factors such queuing and passenger
boarding/alighting. The solution to the robust control problem is integrated with actuated
traffic signal control to be responsive to rdaie non-priority vehicledemand. Finally,
coordination between adjacent signals is achieved by adding coordination requests along
with other priority requests. Due tthe limited number of binary variables in the

formulation, the robust MILP can be implemehten realtime signal control. The
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proposed approach is compared with stdtpractice coordinatedactuated traffic signal
control with transit signal priority (TSP) under severaperating scenarios using
microscopic traffic simulation. The simulatiomperiments show that the priority base

traffic signal control is able to reduce transit delay by 18% and all vehicle delay by 3%.

4.1 Introduction

With the advent of IntelliDrivé for Mobility in United States (RITA
2010YAASHTO 2009) it may soon be patble to obtain additional information about
the network state and vehicle operations. IntelliD¥¥/eformerly known as Vehicle
Infrastructure Integration (VII)(Faradyne 200%5)is a suite of technologies and
applications that use wireless communications to provide connectivity which includes
vehicleto-vehicle  ¢2v) communication and vehicke-infrastructure V2i)
communication, called2x in general.

A variety of challenges as well as problems arise when considering traffic control
within a v2x environment. One of the challenges is how to implement priority operations
that resolve multiple conflicting requesteri a variety ofdifferent classes of vehicles,
including emergency vehicles and buses. Wizh communication in an IntelliDrivé"’
world, vehicle information will be able to be obtained up to 10@@ers awayrom the
roadside equipment (RSEtan intesection.

Traditional priority control system in United States can be categorized into Emergency
vehicle preemption and transit signal priority (TSR). energency vehicle can request

signal preemption treatment by using either optical, acoustic, spediattive loop
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technology or based onGlobal Positioning System (GP®)ositions (Nelson & D.
Bullock 2000) Preemption genally involves a control strategy that immediately
switches from current phase to a{gedected phase for the first received request. Transit
priority can use the same technology, but can be served by minor modifications to traffic
signal plan parameter®ffset adjustment, green split reallocation, phase insertion or
phase rotation) to favor the movements of transit veh{&eans & Skiles 1970)Yagar

& Han 1994)(Balke et al. 2000fFurth & Muller 2000)(Skabardonis 200(Baker et al.

2002) (Head 2002)H. Liu et al. 2003pnd(H. Smith et al. 2005)

In current emergency vehicle preemption systems, only one request is served at a time.
Therefore, if multiple vehicles are approaching an intersection at one time and they
request conflicting phas the first request recetvavould be served even if a safer and
more efficient solution could be achieved by considering all active request
simultaneously. While emergency vehicle operators are trained to be observant and
vigilant, there have been casedere two emergency vehicles have collided in an
intersection(ABC13 2009) Roadway safety has been noted as a significant emergency
responder issu@ he Transportation Safety Advancement Group 20M0ijth vehicleto-
infrastructure communication systems, the signal rollet can generate an optimal
signal plan for multiple requests and send feedback back to the vehicles so that they are
aware of potential conflicting requests and planned signal controls.

Transit signal priority is a popular tool for improving transeérfprmance and
reliability (H. Smith et al. 2005)Typically the priority strategy include extending a phase

to allow a transit vehicléo pass or terminating conflicting phases allowing early service
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to reduce delay. However, it is possible, and maybe likely, that more than one bus may
arrive on conflicting approaches at an intersection during a cycle. In this case there is a
need to simltaneously consider the multiple requests for priority is a way that is not
disruptive, or inefficient, to other traffic. Other factors, such as occupancy and schedule
adherence are important considerations that can be used to manage priority regfuests, b
it is still likely that multiple transit vehicles will desire priority.

Advanced communication technologies have been applied on transit signal priority
(TSP) control projects in the pg&. Chang et al. 199@)iao & Davis 2007)and(Ekeila
et al. 2009) However, very few references can be found that address thepmaitity
request issue. Head et gdHead et al. 2006aproposed a mixed integer nonlinear
programming (MINP) formulation which could accommodate multiple priority requests
and minimize the total priorityeday. However, there are several shortcomings in this
formulation. First, the MINP formulation takes relatively long time to generate optimal
solutions due to its nonlinearity. Second, bus arrival times are assumed to be
deterministic, which is reasonabler emergency vehicles but not realistic for buses.
Third, vehicle actuation is not incorporated into the formulation which limits the control
to behave as fixedme and does not allow for vehicle detection to be used to take
advantage of gaps in traffitow.

The goal of thischapteris to address the multiple priority request issue within
coordinated traffic signal operations through rabust mathematial optimization
approach and an implementation that allows vehicle actud®obustness of proposed

approach is represented in tvimlds. The first robustness is from the definition of robust
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optimization. Robust optimizatios defined asa modeling methodology, combined with
computational tools, to process optimization problems in which the data areaumaed

is only known to belong to some uncertainty $BenTal and Nemirovski 2002)
Estimated time arrivals of priority request are considered as an uncertainty interval with
unknown distribution, rather than a point of time arrival. The other robsstms
including actuated control when it comes to implementation of our proposed methods,
since future vehicle actuations are unknowiherefore, priority control and vehicle
actuations are both considered to improve priority delay as well as traffic dela

In this paper, three traffic modes are considedergency vehicles, buses, and
passenger vehicles, within a decision framework that can accommodate pedestrians and
bicycles. One assumption is made:

The sequence of phases in a ring is fixed and p$lapping is not allowed.

This is a reasonable assumption since phase rotation and skipping can cause confusion
to the motorist, loss of coordination, and long delay to the traffic st(&kabardonis
2000) It is understood that phase rotation, such as-legqdnd lagead, can produce
useful behavior is some circumstances.

This chapteris organized as followsTable 4.1 contains a summary of the model
notation. Sectiord.2 introduces a new signal plan modeling tool called phase
diagram, which enhances the precedence graph representation ofrenglaaintroller
developed iHead et al. 2006and provides a useful visualization of the priority timing
problem. Sectiord.3 presents a deterministic mixed integer linear program (MILP)

formulaion to linearize the MINP formulation ifHead et al. 2006a)rhis deterministic
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MILP formulation is designed for emergeneghicles, which are assumed to travel at a
constant speed. Sectidil addresses the uncertainty of bus arrival and proposes a robust
MILP formulation. In Section4.5, actuated control is integrated into the robust
formulation to improve the efficiency dhe control strategy by reducing the delay for
passenger cars. In Sectidr6, additional constraints for signal coordination are added
into the robust MILP formulation t@imultaneously consideboth a progression, or

A gr e e n, fow@assenger vehicleand priority for requesting vehicles. Sectigh?
presents two numerical examples for isolated intersections and coordinated intersections
respectively, comparing the different strategies. Concluding remarks along with future
extensions are reported imet Sectior.8.

Table 41 Symbol definition of decision variables and data

Type Symbol Definition
pl P The set of phases
pl P The set of coordinated phasBskE P
ki K The set of cycles

Sets

Gy 30 P The set of priority requestftif request that is activier phasep),
INY
0O7 (Jis a subset of the integers)

(pc,k)l' P.3 K The set of coordination requests (for phpsa cyclek)

Maximal available green extension time for actuated contrc

Decision 3pk _
phasep during cyclek

variables

d o Priority delay in cyclek for priority requestj(p)
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d jox Maximal priority delay in cyclé for priority requestj(p)
d;ck Coordination delay in cycliefor coordinated phasg
J ok Green time for phaggeduring cyclek
Necessary green tim@ghe maximal one of minimial green al
Ok pre-allocated green timepr phasep during cyclek starting from
Oee
toy Starting time of phaseduring cyclek
iy Latest starting time of phageduring cyclek
Phase duration time of phageluring cyclek, including clearance
Y,
pk
time
Maximal phase duration time of phgseluring cyclek, including
Vi
clearance time
0-1 binary variables for assigning a priority request to a cycle
G ok g« =1, the priority requestjp) is served in cyclé; else, not
served in cyclé)
C Common cycle length for coordination
gme Minimal green time for phageduring cyclek
eJibe Maximal green time for phageduring cyclek
Data
A large number
@) Offset for the current intersection

Red clearance time for phgse
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Qi Necessary green time to clear the queue for priority requast (
Qf,ck Necessary green split for coordinated requast)(

R, Estimaedtime of arrival for priority requestj(p)

Rf]ck Estimaedtime arrival for coordination requesp{K)

Rjp Lower bound of estimation of time arrival for priority request)(
ﬁjp Upperbound of estimation of time arrival for priority requggp)
R, Lower bound of time interval for coordination requegstij

Upper bound of time interval of time arrival for coordinati

Rp.x
request [fc,K)
Wi, Weight for priority request o)
Wo.k Weight for coordination requegi.(k)
Yo Yellow clearance time for phage

4.2 Phasdime diagram: a new tool to model traffic signal contrdibgjic

The signal controller modebnsidered in this resear@hbased on the standard North
American NEMA dualring, eightphase controller. A fodiegged intersection with eight
movements is shown in Figurkel(a). Typically, each ring in the controller contains 4

phases, depicted in Figudel(b). A barrier existshat crosseboth rings between groups
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of conflicting movements so that all phases in one group have to terminate before any

phase in the other gup starts.

47 Group Barrier Group
L ;
+«—2 Ring1| 1—F | «—2 3 4
r 5 v
1 4 . 5 y
5 1 Ring 2| ¥ —_— 6 7 L 8
I Barrier
. 38
(@) (b)

Figure 41 Dualring, eightphase controller

The dualring controller can be modeled by a traditional precedence graph as depicted
in Figure4.2 (Head et al. 2006bArcs in the precedence graph represents the duration of
phases, while nodes represents the phase transitions. Phase intervals can be easily
visualized in the precedence gramh decomposing each arc into its respective interval
precedencgraph However, the precedence graplomdy a one dimensional graph which
has some drawbacks: 1) the slope of arcs and vertical position of nodes are not
quantified; 2) the feasible timinggion defined by minimal and maximal green is not
visualized; 3) The priority requests are shown adyevents in time with an association

to anarc, not as possibly being served in multiple cycles.
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Figure 43 Phasetime diagram representation of a dualg controller

To better model the signal controller logic with priority requests, a new tool called a
phasetime diagram is proposed. Given the previous assumption of a fixed phase
sequence, a phasiene mordinate system is constructed with one horizontal time axis
and two vertical phase axes, as shown in Figu8eThe origin denotes the current time

and current phase. Phases in ring 1 are evenly distributed on the left vertical axis in a
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sequence startg from the current phase, while the phases in ring 2 are shown on the
right vertical axis. Based on the initial settings, the properties of fiilmseliagram are
listed as below:

1. (Physical meaning of arc slope) Nodes represent phase transition everdas;san

represent phase duration time. The slope of the arcs depends on the phase duration. If a

phase times the minimum time, the arc will be short with a high slmpgg‘,(“). If a

phase times for the maximal time, the arc will be long with a low valued sldg(™).

2. (Feasible region) Any piecewise line starting from the origin stands for a signal
plan in the phaséme diagram. However, the feasible region of the signal plan is
bounded in a faigshaped area by the shortest path (fastest timing as determined by each
phasebés mini mal green times) and the | onge
phasebés maxi mal green times). Any piecewis
shortest and longest path is feasible.

3. (Request representation) A priority (or \6ee ) request is associated with a

desired service time and service phase (P) is denot&l,aghich represents the arrival
time of jth request for phasp). Any request R, will be served in one of the future
cycles during phasp depending on the realization of the signal pIRp. can be depicted

as cyclic serving bars (CSB) on the phtisee diagram.

4. (Delay visualization) There are two cases that occur when a regyestserved

by a signal plan: without delay or with delay. If the piecewise line of a signal plan

intersects a CSB at any poiR,, is served at that point in time without delay. If the
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piecewise line of a signal plan does not intersegt of the CSBsR, gets served at the

moment when the piecewise line cross right hand side dBaf@r the first time. The
corresponding delay foR;, is horizontal distance from the piecewise line to the served
CSB, depicted as dashed lines in Figdr&.

Two priority requestR ; and R ; are shown as CSBs in FigWe. R ; is served in

cycle 1 by phase 8 in ring 2 as shown by the piecewise Rngs served in cycle 2 by
phase 3 in ring 1. However, both of requests are delayed in this illustration for the sample

signal plan. Thus the delay fd®; occurs during the first cycle and the delay Ry,
during the second cycle. The delay is calculateddgs=t;, - R;=21 seconds;

d,,=t,- R;=9 seconds.

The diagram presented here is completely extensible to controllers with more or fewer
rings and phases and can accommodateiagybarrier, and phase configuration. In fact,
the phasd¢ime diagram can be considered as a projection from precedence graph with

determined vertical positions for each node.

The phasd¢ime diagram also provides an intuitive visualization for the problem of
determining the best signal timing plan given a set of priority requests. Any piecewise
linear path in the feasible region can be selected as the timing plan. The path that
minimizes the total delay would be the optimal plan. Similarly, the ptiagediagram
will allow consideration of other controller behavidrsuch as coordination and phase

actuation in subsequent research.
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4.3 Deterministic mixed integer linear progr&dMILP) formulation

Head et al(Head et al. 2006g@)roposed a mixed integer nonlinear programming
(MINP) formulation whit could accommodate multiple priority requests and minimize
the total priority delay. However, the solution times increase dramatically due to
nonlinearity of the formulation. For practical purposes, a MILP formulation is proposed
in this section to line&e the MINP formulation irfHead et al. 2006aAlso the total

number of integer variables is reducedd®$6 in MILP fornmulation. The MILP model is:

Minimize 2 w,d,, (4.1)
Subject to

t,, =0, =0 (4.2)

=t +v, "k (4.3)

tor =t Vs K (4.4)

| P A Z DT AT A k (45)

=tV L =t T Ve k (4.6)

t, =t +v,, "k 4.7)

tg, =t +V, "k (4.8)

U =l T Vo b =t Ve, k (4.9)

o T T Vo o =lg Ve k (4.10)

Vpk = gpk + yp + r.p " pl k (411)
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g ¢ 9, Cap " pk (4.12)

R ¢t + 9+ (- gpdM "], pK (4.13)
Ro2 1+ 0p1- @-GpdM "], pk (4.14)
agn=1 "ip (4.15)

gud {04 "jpk (4.16)

dp 2t~ Ry - - )M " j,pk (4.17)

A Gpia Ve 2 0 " J, Pk (4.18)

The objective of the mathematical model is to minimize the total weighted delay for

all active priority requests. The weightg, can be considered as function of raale

bus occupancy and adherence of schedule or as mission proorégnérgency vehicles.
Constraints 4.2)-(4.10) represent the same precedence constraints depicted in £Rure
to model a set of precedence relationships starting at t = 0 and considering |K]| total
cycles.

Different initial phases will result in differé structure of constraints fron.2)-
(4.10). There are 8 different starting phase combinations given the sta